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Intermediaries in Australia

As an extraordinary year for the communications and media industries comes to a close, 
it can be quite overwhelming to consider the substantial changes facing the industries we 
serve and, as a result, the members of CAMLA. Arguably, never before have the opportuni-
ties been so great and the challenges so daunting for those of us in the legal profession 
serving the communications and media industries and the regulators who oversee them.

It is no coincidence then that 2010 has seen considerable growth in, and support for, 
CAMLA as it seeks to keep its members informed of industry, legal and regulatory develop-
ments and to build strong networks amongst practitioners so that, as a profession, we may 
fulfil our role during this extraordinary period.

Interconnected Regulatory Change
Looking back at the legal and regulatory changes occurring in only the last quarter of 
2010, I am struck by both the sheer volume and the interconnected nature of many of the 
developments. The pressures being brought to bear on government and regulators, as well 
as competing industry players, come from many sources: from the diversity of technology 
available, from the inventiveness dedicated to its application, and increasingly from the 
demands of ever more sophisticated consumers whose collective voice becomes stronger 
year by year.

In the last quarter of 2010 alone, the cascade of activity has been very apparent:

•	 We	have	seen	regulation	and	activity	promoting	significant	infrastructure	deployment,	
particularly fibre to the premises technology. The implications of the legislative pack-
ages are yet to be fully explored but will affect many players. For instance, legislation 
is proposed that seeks to compel all non NBN fibre deployments and upgrades to be 
subject to the same technical standards and open access requirements as the NBN 
itself.

•	 The	legislative	ground	work	has	now	been	laid	for	the	separation	of	Telstra,	a	move	
hastened by the NBN deployment. In early 2011 all eyes will be on the terms of a 
Telstra separation undertaking and the exercise by the Australian Competition and 
Consumer Commission (ACCC) of its new powers to set prices and terms in relation to 
access to wholesale networks.

•	 Hand	 in	 hand	 with	 new	 network	 deployment,	 there	 is	 much	 activity	 occurring	 to	
enhance consumer protection generally. The Australian Communications and Media 
Authority (ACMA) is pressing for significant improvement from industry in its approach 
to both product design and the protection of vulnerable consumers. This in turn places 
considerable pressure on the industry’s current review of Communications Alliance’s 
Consumer Protection Code due for completion in early 2011. Query whether ACMA, 
under pressure from consumer groups such as the Australian Communications Con-
sumer Action Network, will put forward its own standard rather than register the 
revised Code.

•	 In	turn,	new	MVNO	players	are	entering	the	Australian	market	to	address	the	apparent	
consumer demand for simplicity. Players like Amaysim, a SIM only provider, appear to 
be having an impact on the communications market.

•	 Presumably	driven	by	the	competitive	 impact	of	these	players,	but	also	by	the	need	
to secure revenue streams, established telecommunications players in the Australian 
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market are broadening their offerings and moving into higher 
value areas such as content and applications.

•	 The	participation	of	larger	players	in	the	content	and	applica-
tions space will no doubt have a profound effect on smaller 
incumbents which have traditionally been able to find niche 
areas in which to play. A good example is the introduction of 
significant IPTV plays, such as that by Fetch or the Microsoft - 
Foxtel Xbox venture announced earlier in 2010.

•	 No	doubt	this	activity	 in	the	content	and	applications	space	
will be further enhanced as the switch from analogue televi-
sion to digital television continues apace, freeing up the digital 
dividend spectrum for next generation mobile technologies.

•	 Arising	from	all	of	this	is	the	call	for	significant	change	to	the	
Broadcasting Services Act 1992 (Cth) to deal with the use of 
technology not contemplated nearly 20 years ago, including 
mobile platforms, free TV, subscription TV, video on demand, 
IPTV and mobile TV.

•	 A	backdrop	to	all	the	above	has	been	a	focus,	particularly	in	
2010, on the liability on internet service providers for copy-
right infringement and the significant benefits which may 
arise from cloud computing.

Meeting the Challenge
In 2010 CAMLA has risen to many of these changes.

•	 It	has	been	a	busy	year	for	the	Association	in	preparing	pub-
lications to keep our members informed and in organising 
seminars to provide not only information but key networking 
opportunities. Three key seminars organised by CAMLA in 
2010 have been:

•	 In	 May,	 the	 Chairman	 of	 the	 ACCC	 addressed	 over	 100	
members regarding the changes made and the changes still 
required to Australian competition and consumer laws to 
tackle the dynamic telecommunications environment.

•	 In	June,	a	seminar	was	held	at	which	the	US	approach	to	its	
recent media regulation changes was analysed, and key play-
ers representing the internet, pay TV and mobile telephony 

industries provided their views on how that experience may 
inform the Australian environment.

•	 In	September	over	120	members,	particularly	younger	mem-
bers of the communications and media lawyer community, 
attended a special presentation explaining current changes in 
media technology. This seminar was a valuable resource for all 
of us serving the media and communications industries as we 
seek to understand the technology in relation to which we are 
required to draft and negotiate on a daily basis.

Thanks and Farewell
It has been an enormous privilege to serve as the President of 
CAMLA for the last 2 years during this extraordinary period. I am 
particularly grateful for all of the support provided by the outgoing 
Executive Committee and the office holders of our Association. 
My best wishes go to the incoming Executive Committee and in 
particular CAMLA’s new President, Peter Mulligan.

May I conclude with a special mention of Ros Gonczi, the Admin-
istrator of our Secretariat who retires from office at the end of 
2010 after 21 years of service to CAMLA. When you consider 
that Ros has held that position for almost the entire period of our 
Association’s existence, I am sure you will appreciate as I do the 
extraordinary service she has given to a number of generations of 
communications and media lawyers.

She has seen our Association grow and prosper and the practice 
of communications and media law change from being an obscure 
specialisation in a handful of law firms and corporations, to a sig-
nificant field of law serving some of our fastest growing and most 
dynamic industries.

As 2010 draws to a close, I wish you and your families a safe and 
happy holiday period as we all look forward to 2011.

Shane Barber is the outgoing President of CAMLA, and the 
Managing Partner of communications and media law firm 
Truman Hoyle.
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– not only about their own views, or those of like-minded individu-
als, but about the views of those who disagree with them. In short, 
free speech protections can give people confidence. In expression, 
doubt breeds doubt and confidence encourages courage. 

Contributing to debate – speaking out - brings richer meaning to 
the speaker’s life, both by allowing the person to express them-
selves and by the listener providing a considered response. Dia-
logue backed by freedom, can thereby foster learning and intel-
lectual growth. Conversely, frustrating a person’s capacities for self 
expression can be depersonalising; and may stunt the development 
of people’s moral and intellectual competencies.2

It is implicit in this reasoning that, where people are able to express 
themselves, others gain from such freedoms. This is not to say that 
every speaker is a master orator, or that the person who tends to 
bloviate is anything other than a loud bore. Yet, allowing people 
to express beliefs and giving them the confidence to do so, can 
empower others to express their own beliefs - in short, freedom of 
expression confers upon an audience the benefits of the speaker’s 
freedoms.3

Allowing people to contribute to the society’s pool of ideas can also 
promote a better understanding of truth and a deeper appreciation 
of what is valuable and worthwhile. Giving people the confidence 
to speak out about or even distribute what palpably is not beauti-
ful may foster a better understanding of what is not meritorious; 
or about what is indeed socially harmful. Speech – the communica-
tion of beliefs and ideas – can crystallise understanding, shed new 
perspectives on values and can benefit society’s ascertainment of 
truth, not only about what is beautiful, but about what is immoral 
and distasteful.

For those with access to it, the internet undoubtedly expands 
people’s scope for self-expression. The socially inept social com-
municator can find themselves with many followers on Twitter; 
the never-published letter writer can create an interesting blog; 
the once-silenced religious critic can compile a website devoted 
to atheism; and the skilful though shy guitarist can become an 
overnight hit on YouTube. With relatively few (if any) editorial 
constraints, the aspiring autobiographer is liberated from editors’ 
rules; and the never-quite-published author can place themselves 
before an audience of thousands, even millions, without so much 
as a single peer review. As with expression more generally, speech 
on the internet can be empowering for the speaker and benefit 
those to whom speech and content is conveyed.

The internet also has the power to engage and connect people, 
and to even facilitate political and social movements domestically 

1	See	Hon	James	Spigelman	AC,	“The	Forgotten	Freedom:	Freedom	From	Fear”,	speech	to	University	of	Sydney	Law	School,	Banco	Court	Sydney	17	
November 2009, available at http://www.lawlink.nsw.gov.au/lawlink/Supreme_Court/ll_sc.nsf/vwFiles/spigelman181109.pdf/$file/spigelman181109.pdf, 
website accessed 23 November 2010.

2 See Michael Chesterman (2000), Freedom of speech in Australian Law – a delicate plant, Ashgate, Sydney, p.302. 

3 See Michael Chesterman (2000), Freedom of speech in Australian Law – a delicate plant, Ashgate, Sydney, p.302.

Introduction
We review the Australian government’s mandatory ISP filtering 
regime in this article. Coming from the perspective that free speech 
is an important measure of the health of a democracy and that the 
internet can empower people by allowing people to express them-
selves, we describe some of the benefits of free speech – including 
that free speech confers upon a person’s listeners the fruits of their 
free expression. Freedom of speech can be socially beneficial, not 
just individually empowering.

We also believe that the vast majority of people accept that there 
must be reasonable limits on free expression and that free speech 
should not be a licence for people to view, download or dissemi-
nate images of children in sexually compromising positions. In this 
sense, we commend the government for its action in seeking to 
regulate the distribution of such content. 

The effectiveness of the mandatory ISP filtering regime is another 
matter, however. We are unashamedly sceptical about the effec-
tiveness of the regime, believing that, for the most part, it is likely 
to under-block relevant restricted content (RC). We set out our 
reasoning in more detail when describing the technical limitations 
of the mandatory ISP filtering regime. However, we recognise that 
there are inherent limitations in the effectiveness of any ISP filter-
ing regime given the various technical means for accessing internet 
content.

We note that Senator Conroy, the Minister for Broadband, Com-
munications and the Digital Economy (Minister) claims that the 
Australian government would not seek to block political content 
when introducing the mandatory ISP filtering regime. We express 
doubt about how bureaucrats administering the regime would 
identify political content and raise concerns about the government 
viewing Australians’ free speech protections through such a con-
fined legal prism.

Internet and Free Expression
The importance of free expression

The ability to say something, to express one’s view; the capacity to 
influence others through communication can be vital to a person’s 
self-worth. Perhaps most importantly, free speech can liberate peo-
ple	from	the	“forgotten	freedom”,	freedom	from	fear,1 by allowing 
people to speak up; and to have a voice against their oppressors, or 
those who would otherwise put them in harm’s way.

The freedom to speak against coercive acts of government is per-
haps most important of all freedoms. To some extent, freedom 
of speech is at the heart of democracy. It is fundamental to the 
accountability of a government to its citizens, including via the so-
called	“Fourth	Estate”	of	journalism	as	a	watchdog	for	the	public	
interest. 

Yet equally importantly, when backed by strong and clear legal 
protections, individuals have the confidence to express themselves 

Mitchell Landrigan and Marissa Wong discuss the importance of freedom 
of expression and the Federal Government’s proposed ISP level filtering 
scheme.

www.aussiefirewall.com.au/blocked

We are unashamedly sceptical about 
the effectiveness of the mandatory ISP 

filtering regime
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and throughout the world. The power of online communities is per-
haps no better illustrated by the proliferation of Web 2.0, or social 
networking technologies such as Facebook and Twitter. These are 
tools for building networks4 – a structure not easily controlled by a 
single central authority given content on networks can be swiftly 
created	and	restored;	and	achieving	“21st	century	statecraft”	–	to	
help individuals be empowered for their own development, and 
“advance	democracy	 and	human	 rights,	 to	 fight	 climate	 change	
and	epidemics…“5

Censoring Content on the Internet

Part of the internet’s power is the immediacy with which material 
can be communicated to large numbers of people, anywhere on 
the planet, in real time. Material on the internet can move, evolve 
and re-emerge instantaneously and seamlessly. Take, for example, 
the whistle-blowing website WikiLeaks6 – a small independent 
organisation sourcing its material from anonymous individuals. In 
the	week	following	the	release	of	the	secret	“Collateral	Murder”7 
video showing civilians and journalists being killed by the US 
army	during	the	Iraq	War,	“WikiLeaks”	was	the	search	term	with	
the most significant growth worldwide as measured by Google 
Insights,8 being viewed more than 6.5 million times on YouTube.9 
Despite efforts to contain the video (the US had been refusing 
Freedom of Information requests for the video for three years), 
a tiny organisation supported by a handful of volunteers report-
ing on material sourced from anonymous individuals managed to 
broadcast globally a secret video, elevate an influential journalist, 
advance a political message and spark an international uproar. 

The internet, however, can also be a vehicle for the uploading of 
and dissemination of abhorrent material - denigrating pornographic 
images, urges to violence and war, racist incitements etc. For those 

willing to search, there is virtually no end to the available range of 
degenerate content. However, people may hold legitimately differ-
ent opinions about the appropriateness of online material. Often, 
matters of degree, taste and individual perception are involved. 
What is degeneracy for one person is for another harmless fan-
tasy; instructions on voluntary euthanasia may be an informative 
research source for a student of palliative care, and, for another, an 
immoral implicit incitement to assisted suicide.

With widely acknowledged artistic merit, the Australian photog-
rapher Bill Henson’s exhibits in 2008 provide a striking example of 
how content involving teenage girls can spark wide disagreement 
about the appropriateness of displaying such content when there 
are no hard and fast moral norms. The controversy is no less signifi-
cant for any censorship regime, including that of ISP filtering, than 
for the professional reputation of the artist himself.10 For material 
at the margins of good taste, it is difficult to apply any rule, least of 
all one of censorship, about people viewing such content.

Further, unlike traditional media, the internet is everywhere – and 
therein lies its beauty and its weakness. The internet is a network 
not a broadcast medium. Its architecture does not readily accom-
modate the existing censorship controls in the offline world. 
Although traditional media are changing, there is generally a fixed, 
centralised process for the creation, distribution, importation and 
exhibition of television, film, radio and print publications. To illus-
trate, consider the decision to place the pro-euthanasia book The 
Peaceful Pill Handbook by Dr Nitschke11 on a banned list – copies 
of the book were taken off shelves and could not be displayed, 
sold, distributed or imported into Australia. The publication was 
effectively restricted as there were identifiable points of control. 
Further, it was well known that the book was censored and the 
decision generated a healthy debate about the merits of the ban by 
the Office of Film and Literature Classification (OFLC). 

By contrast, if we consider access controls when applied to the 
internet, access controls do not have the same effectiveness, 
because one cannot easily identify: a) the identity of the content 
producer and receiver; b) the jurisdiction of the content producer 
and receiver; or c) the content at issue, particularly in cyberspace 
where content has a habit of propagating and reappearing in mul-

The internet is a network not a 
broadcast medium. Its architecture 
does not readily accommodate the 
existing censorship controls in the 
offline world.

4 Despite recent concerted attempts by the Iranian government to block news and images about the re-election of President Mahmoud Ahmadinejad, 
ordinary	Iranians,	via	Twitter	(and	now	dubbed	as	“Twitter	Revolution”),	were	able	to	deliver	information	from	street	level,	in	real	time.	Protestors,	activists	
and dissidents were able to connect and communicate scarce information and organise a mass political movement. The Iranian government engaged in 
both	news	media	censorship	and	Internet	censorship.	Journalists	were	barred	from	reporting,	news	broadcast	feeds	into	the	country	were	jammed,	access	to	
Facebook,	Twitter,	and	other	social	networking	sites	were	blocked	and	on	13	June	as	the	election	results	were	being	announced,	Iran	shut	down	all	Internet	
access for about 45 minutes.

5	In	a	series	of	speeches,	the	Secretary	of	State	Hillary	Clinton	launched	the	“21st	Century	Statecraft”	initiative	–	a	program	to	encourage	diplomatic	efforts	
not just from one government to another, but from government to people, people to government, and people to people. See: http://www.state.gov/
statecraft/index.htm, website accessed 2 December 2010. 

6 http://www.wikileaks.org. On 16 March 2009, the ACMA added WikiLeaks to the proposed blacklist of sites that will be blocked for all Australians.

7	On	5	April	2010,	WikiLeaks	released	classified	U.S.	military	footage	from	a	series	of	attacks	on	12	July	2007	in	Baghdad	by	a	U.S.	helicopter	that	killed	12,	
including	two	Reuters	news	staff,	Saeed	Chmagh	and	Namir	Noor-Eldeen,	on	a	website	called	“Collateral	Murder”.	

8 http://www.independent.co.uk/news/media/current-google-insights-trends-wikileaks-posts-clasified-military-video-masters-1942629.html, website accessed 
28 November 2010.

9 http://blog.thoughtpick.com/2010/05/power-of-annonymous-wikileaks.html, website accessed 28 November 2010.

10 The opening night of Henson’s exhibition at a Sydney gallery was cancelled after police received a number of complaints about an email invitation to 
the exhibition that included images of a nude 13 year old girl. Police later removed photographs from the gallery and considered charging Henson with 
publishing indecent material under the Crimes Act 1900 (NSW). Claiming the images had no artistic merit (though without having seen them), the then Prime 
Minister	Kevin	Rudd	described	the	images	as	“absolutely	revolting”.	The	Classification	Board	later	assessed	the	online	reproduction	of	six	of	the	Henson	
works,	finding	one	“mild	and	justified”	and	PG-rated,	and	the	others	“very	mild”,	or	G-rated.	In	the	end,	perhaps	unsurprisingly,	the	police	did	not	charge	
Henson. See Matthew Westwood, PM says Henson photos have no artistic merit, 23 May 2008, http://www.theaustralian.com.au/news/nation/nude-teen-
exhibit-not-art-rudd/story-e6frg6nf-1111116421927, website accessed 22 November 2010; AAP, Rudd stands by criticism of Henson images 28 May 2008, 
http://www.theage.com.au/news/national/henson-still-revolting-pm/2008/05/28/1211654079734.html, website accessed 22 November 2010; and . Andrew 
Drummond,	Ninemsn,	7	June	2008,	http://news.ninemsn.com.au/article.aspx?id=575939&rss=yes, website accessed 22 November 2010.

11 Philip Nitschke & Fiona Stewart (2006), Peaceful Pill Handbook, Exit International US. The book had previously been classified Category 1 Restricted 
(meaning it could only lawfully be sold to adults over the age of 18 and in a sealed plastic wrapping) in 2006 by the OFLC. Following an appeal by the NSW 
Right	to	Life	Association	and	then	Federal	Attorney-General,	Philip	Ruddock,	the	OFLC	upgraded	the	rating	in	2007	to	Refused	Classification,	making	any	
print editions of the book banned from sale in Australia.
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tiple locations. Additionally, content in cyberspace is broken into 
packets (and sometimes is encrypted), and not all packets will nec-
essarily pass through the same channels.

Returning to Peaceful Pill Handbook, online electronic versions of 
the book are now available from a variety of sources for people 
to view, purchase and download in full, including, just to name 
a few: Dr Nitschke’s own website;12 Amazon.com, Google Books; 
YouTube; and peer-to-peer networks. The material in the book is 
also available online in various digital forms (e.g. videos, images, 
sound bites, excerpts from the book), not to mention the fact that 
people could freely discuss and critique on chat rooms and email. 
Once we appreciate the dynamic nature of the internet, we start to 
realise the difficulty with applying access controls to censor it.

The mandatory ISP filtering policy and free expression

Australia is alone amongst Western democracies in that ordinary 
discourse (artistic expression, music, dance, theatre, ballet, media 
commentary and enunciation of unpopular, contentious or impoli-
tic views) comes with no explicitly recognised legal free speech pro-
tection (as would exist in a Bill of Rights or Charter).13 The implied 
freedom protects political speech, but there is otherwise no under-
girding Constitutional protection for the writings of journalists, 
programs of broadcasters, commentators’ opinions, the writings of 
academics or the scripts and screenplays of playwrights. Least of all 
is there any transparent free speech protection for blogs, tweets, 
YouTube clips, emails, or content on peer-to-peer files.

Freedom of speech in Australia, including on the internet, is, as 
one writer describes it, a delicate plant.14

The government’s ISP filtering regime’s RC list will comprise a list 
of websites that are the subject of a complaint to Australian Com-
munications and Media Authority (ACMA) and are either classi-
fied as RC content by the Board or are assessed to be RC content 
by trained officers within ACMA applying the guidelines of the 
National Classification Scheme. Alternatively, RC material can be 
included on the list via arrangements with ‘highly credible overseas 
agencies’.15

In a speech on the ISP filtering regime, the Minister said that, as:

 [f]reedom of speech is fundamentally important in a demo-
cratic society, the Australian government would [not] seek to 
block political content [when introducing internet filtering]. 16

Doubtless conscious that the ISP filtering regime must not infringe the 
implied freedom of political discourse, three things may be said about 
Senator Conroy’s defence of the regime in relation to free speech.

First, it is unclear how bureaucrats administering the RC list would 
determine whether content is political – what is one person’s politi-
cal concern may be another person’s irrelevance. For example, a 
budding documentary director may consider graphic footage of 
young teenagers having unprotected sex to be a political matter 
(about, say, the adequacy of the government’s health funding for 
sufferers of AIDS), but, for those administering the ISP regime and 
potentially blocking the content, the film may represent licentious-
ness and gratuitous nudity. 

Secondly, by its nature, political content changes from time to time: 
what is political one day may not be political on another. How, and 
according to what principles, would the government unblock cen-
sored content if content becomes political - and what would the 
process be (and how long would it take) to correct any unintended 
filtering of political content? How much damage could be done to 
Australia’s democratic process if the mandatory ISP filter were to sys-
tematically over-block political content? Answering these questions 
is not made easier by the fact that the government has been quite 
ambiguous about the intended scope of the targeted material and 
even when there is consensus on what content should be filtered, 
blocking tends to restrict both too much and too little content. 17

Thirdly, if the reader will forgive a double-negative, the Minister 
offered no comfort that internet filtering would seek to protect 
non-political expression. To put the point more directly, Sena-
tor Conroy seems not to recognise any more general freedom 
of expression Australians might want to enjoy to, say, produce, 
view or download apolitical comedic, music, or artistic content. 
While we recognise that Australians’ freedoms of expression only 
includes political discourse in a Constitutional legal sense, the Min-
ister’s speech is a stark reminder of the comparative narrowness of 
Australia’s legal free speech protections in relation to other West-
ern democracies.

The government’s ISP filtering policy

The government’s mandatory ISP filtering regime is a censorship 
regime. It constrains free speech ostensibly in the public interest. 
There is nothing particular particularly remarkable about censor-
ship or limits on free speech. We often take censorship for granted. 
While on an aircraft, a passenger is not entitled to falsely shout 
“there	 is	a	bomb	on	board”;	nor	 is	the	moviegoer	allowed	to	lie	
and	shout	“fire”	to	the	distress	and	panic	of	others	in	a	cinema;	for	
the most part, and absent any particular redeeming literary quali-
ties, governments should probably ban most books that promote 
bomb-making. People are entitled not to be subjected to unneces-
sary terror and likewise should be protected from defamation and 
vilification (other legal constraints on free expression).

12 http://www.peacefulpillhandbook.com. In May 2009, WikiLeaks revealed that this website was include d on the ACMA blacklist.

13 While the High Court of Australia recognises an implied freedom of political discourse under the Constitution, this freedom acts a restraint of legislation 
that serves to stifles political expression (and applies when the legislation is not reasonable and adapted to its intended purpose); the implied freedom confers 
no rights of free speech. For a discussion of the application of the implied freedom to internet filtering, see Chris Govey (2010), Won’t Somebody Please 
Think of the Children: Would a Mandatory ISP-level Filter of Internet Content Raise Freedom of Communication Issues?, Communications Law Bulletin Vol 28 
No 4, p.14 at 15.

14 See generally Michael Chesterman (2000), Freedom of speech in Australian Law – a delicate plant, Ashgate, Sydney. Australia’s Constitution provides no 
general right for people to free expression. 

15 Chris Govey (2010), Won’t Somebody Please Think of the Children: Would a Mandatory ISP-level Filter of Internet Content Raise Freedom of 
Communication Issues?, Communications Law Bulletin Vol 28 No 4, p.14 at 15.

16	See	Senator	Stephen	Conroy	20	January	2009,	Address	to	ALIA	Information	Online	Conference	and	Exhibition,	available	at	http://www.minister.dbcde.gov.
au/media/speeches/2009/001, website accessed 24 November 2010. Emphasis added.

17	See	Derek	E.	Bambauer,	Filtering	in	Oz:	Australia’s	Foray	into	Internet	Censorship,	31 U.Pa.J.Int’l L. 493 2009-2010, p.508

There is nothing particular particularly 
remarkable about censorship or limits 

on free speech.

Once we appreciate the dynamic 
nature of the internet, we start to 
realise the difficulty with applying 
access controls to censor it.
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Democratic societies also recognise that there should be limits on 
the accessing, downloading and dissemination of socially harmful 
material, including child pornography, and free expression ought 
not to be a license for viewing or distributing such material. 

We believe that the Australian government is right to be con-
cerned about the social harm that can arise from the exploitation 
of innocents for others’ sexual gratification – the concern which 
seems to be at the heart of the government’s mandatory ISP filter-
ing regime.18 Most Australians rightly regard content about such 
matters as so offensive and repugnant to ordinary good taste (not 
to mention harmful) that there should be no freedom to publish, 
disseminate or download such material at all. The majority of rea-
sonable people also rightly see as indefensible the suggestion that 
distributing images of children in compromising (or even sugges-
tive) sexual positions is a legitimate form of self expression. It is 
appropriate for democratic governments (including Australia’s) to 
prohibit the distribution of some content – including, for example, 
sexually explicit images of children.

This is not to say that the Australian government’s ISP filtering 
regime is likely to be effective. It is simply to say that the gov-
ernment is well-intentioned. For a variety of reasons soon to be 
explained, we doubt that the government’s ISP filtering regime is 
likely to be any more effective in limiting the distribution of harm-
ful content than it would be for police to drape arrest nets around 
randomly chosen houses in the hope of catching fleeing criminals. 

Technical Limitations of the government’s ISP 
filtering regime
Internet and the World Wide Web

The World Wide Web (WWW) is only one part of the greater inter-
net, which is made up of various online transmissions and protocols 
including peer-to-peer systems (e.g. BitTorrent), newsgroups, Internet 
Relay Chat (IRC), email, file transfer protocols, internet telephone, Vir-
tual Private Networks, chat rooms, internet messaging services, etc. 
The government’s proposed ISP filtering of a blacklist of RC websites 
would only be performed on the WWW (HTTP). This does not address 
the vast information stores and content distribution channels which 
act as a natural domain for truly offensive material, including via inter-
net chat rooms, peer to peer, file transfer protocol and email.19

Sophisticated offenders are more likely than most to use anony-
mous technologies. It follows that just concentrating on censor-
ing the WWW will not catch illegal material disseminated through 
covert and often encrypted channels. Nor will doing so address 
the underlying concern about distributing pornographic content or 
significantly affect those who deliberately produce, distribute or go 
in search of illegal material. 

Efficacy of the ISP filtering regime

Recognising that the characteristics and peculiarities of the inter-
net make it inherently difficult to censor online content, we now 
consider the likely efficacy of the government’s ISP filter regime. 
One key limitation of the government’s policy is that it seeks to 
retrofit mandatory ISP filtering to a network infrastructure that 
did not envisage such a need as a design goal.20 More specifically, 
it is possible for filtering to occur at different points within the 
network architecture: on the centralised backbone of the internet 
infrastructure; at the decentralised ISP level; at the institutional 
level (companies, government, schools etc); and at the individual 
computer level. The filtering regime will require ISPs to block spe-
cific web page addresses on the ACMA blacklist.21 Although the 
intuitively obvious place to locate the filter would be a centralised 
control point in the backbone service provider at the international 
gateways, Australia’s decentralised network infrastructure means 
that ISPs must necessarily be involved given their direct relationship 
with the international gateways.22

There are several implementation limitations with this kind of ISP-
based uniform resource locator (URL) filtering including the admin-
istrative overheads involved in compiling a large and accurate list 
of content deemed prohibited. To implement the regime would 
appear to require a large team of trained bureaucrats just to over-
see the continued accuracy of the list.

Other limitations of the ISP filtering regime include (but are not 
confined to) the following. First, it will be difficult for the scheme 
to keep pace with the amount of new content published on the 
web.23 Secondly, URLs can easily be renamed; once this occurs, 
the relevant URL address will no longer match the address on the 
blacklist. Given the Minister has indicated the ISP filtering regime 
will apply to web pages, this would appear to be a critical limita-
tion of the regime. In addition, many websites have mirrors and 
multiple URLs and if the blacklist were to not include all the rel-
evant URLs, then the filtering process would be ineffective. Thirdly, 

18	Senator	Conroy	has	stated	that	“Labor’s	ISP	policy	will	prevent	Australian	children	from	accessing	any	content	that	has	been	identified	as	prohibited	by	
ACMA,	including	sites	such	as	those	containing	child	pornography	and	X-rated	material”:	see	Senator	Conroy	(2007),	Labor’s Plan for Cyber Safety, available 
at http://stilgherrian.com/wp-content/uploads/2010/06/labors_plan_for_cyber_safety.pdf, website accessed 2 December 2010..

19	See	for	example,	Australia	Computer	Society,	“Technical	Observations	On	ISP	Based	Filtering	Of	The	Internet”,	Oct	2009:	https://www.acs.org.au/
attachments/2009/ispfilteringoct09.pdf, website accessed 2 December 2010.

20 See Derek E. Bambauer, Filtering in Oz: Australia’s Foray into Internet Censorship, 31 U.Pa.J.Int’l L. 493 2009-2010, p.508.

21 Senator Conroy announced on 15 December 2009 the third version of Labor’s mandatory blocking plan. In his media release (available: http://www.
minister.dbcde.gov.au/media/media_releases/2009/115,	website	accessed	28	November	2010),	he	stated	that	the	“Government	will	introduce	legislative	
amendments	to	the	Broadcasting	Services	Act	to	require	all	ISPs	to	block	[Refused	Classification]	RC-rated	material	hosted	on	overseas	servers.”.	In	an	
interview two days later (available: http://www.zdnet.com.au/conroy-explains-his-magic-filter-339300104.htm, website accessed 28 November 2010) , 
Senator	Conroy	further	clarified	that	the	URLs	required	to	blocked	will	be	those	of	specific	Web	pages,	not	entire	Web	sites	...	“we	are	only	blocking	specific	
web	pages,	not	web	sites,	so	we	get	a	specific	URL	address	and	we	target	the	specific	URL	address.”

22 Australia’s decentralised model can be contrasted with the centralised system of Internet filtering in Iran and China where Internet traffic is filtered at 
discreet control points.

23 ACMA’s blacklist contained 1421 URLs as at April 30 2010, with 54 per cent categorised as RC.
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push technologies (such as RSS) allow for the sending of content 
directly to the user, thereby evading an ISP filter. Fourthly, and most 
obviously, not all users access the internet using an ISP24 in which 
case the filter won’t work at all. 

There are also many methods to circumvent ISP-based URL filter-
ing. A first method, mirroring, is where users may access a blocked 
site through a duplicate (or mirror) website.25 This requires users 
to know the URL or the IP address of the mirror; i.e., a replica 
website with the same content available at different IP addresses 
and different computer servers. For example, Wikipedia is mirrored 
at numerous locations including Reference.com, Answers.com and 
Wapedia.com. A second method of circumventing the filter is via 
additional domain names. Websites often have several domain 
names pointing to the same IP address where blocked content 
may reside. For example: www.yahoo.net and www.yahoo.org 
both direct users to www.yahoo.com. Thirdly, using anonymisers, 
users can configure their web browsers to seek content through 
a proxy server (an anonymiser) to gain access to sites rather than 
directly accessing the site. ISP filtering software will see only the 
URL of the anonymiser and will not recognise the URL of the site 
being requested. A fourth means of circumventing ISP filtering is 
via translators and encryptors. These sites translate web page text 
into different languages or encrypt text. Typically a user will enter 
the URL of the website to be translated or encrypted and trans-
lation software will present the translated information within its 
own web page thereby hiding the URL of the blocked site from 
the ISP filtering software. A fifth method of circumvention is via 
alternative network paths. Comprising client software and a net-
work of servers which can hide information about users’ locations 
and other factors which might identify them, services such as TOR, 
also known as Onion Router, enhances bypass traditional internet 
traffic analysis. Sixthly and more generally, it is possible to bypass 
ISP filters using encryption protocol (for example Reset packets are 
used with BitTorent traffic to avoid blocking) and secure networks 
(like Virtual Private Networks). Finally, material abounds on the 
internet to guide users on how to bypass both sophisticated filter-
ing systems26 such as those in China and Iran (including proxy serv-
ers, language translation services) and ISP level blocking.27

Given the Australian government’s mandatory internet filtering 
regime focuses on blocking specific websites (or URL addresses), 
we believe it can really only reduce accidental or inadvertent access 
and therefore suffers the risks of under-blocking. In short, there-
fore: the effectiveness of the filter is questionable (the filter itself 
can be easily bypassed or circumvented); and ISP-level filtering sys-
tems and products are not capable of reducing the risk of access 
to material that is available via non-web internet technologies. As 

such, the mandatory ISP filtering regime appears to be only at best 
a partial solution to the underlying issue.

The question arises whether the implementation of a partial solu-
tion has net benefits for Australian society relative to no solution at 
all. The nature of the internet may mean that a complete solution 
to this problem is largely impossible without implementing a coun-
try-wide firewall in the nature of that imposed by the Chinese gov-
ernment on its population. Yet such a country-wide firewall would 
appear to give the government significant discretionary power that 
is open to political abuse. Bearing in mind the important caveats in 
this article, we suggest that the proposed partial solution may be 
appropriate but should be applied with caution.

Conclusion
In this article, our aim has been to explain why free speech is impor-
tant in a democracy like Australia. While acknowledging that there 
must be reasonable constraints on free expression and although we 
support the government’s desire to limit the distribution of socially 
harmful content (particularly child pornography), we have doubts 
about the effectiveness of the mandatory ISP filtering regime. Spe-
cifically, we believe the regime is likely to under-block RC, although 
some blocking is an improvement on no blocking of RC. Equally 
importantly, while the Minister has (helpfully) recognised Austra-
lians’ freedom of speech, we doubt that the government could 
ever realistically guarantee to not block political content under the 
mandatory ISP filtering regime. It is the risk that such ISP filtering 
could be used to block legitimate content that is the real concern, 
including material, such as WikiLeaks, which may be important to 
government accountability.
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the mandatory ISP filtering regime 
appears to be only at best a partial 
solution to the underlying issue

24 We also note that in the trial ISP filtering pilot for the Australian regime, there was some effect on performance (that is upload/download speed) during 
the performance degradation tests, although this impact was generally within the stated +/ 10 percent margin for error. One of the four ISPs involved in 
the testing, using a particular technical setup, experienced a ‘noticeable’ (> 20 per cent) impact on file uploads and a ‘minimal’ (10 per cent to 20 per cent) 
impact on file downloads when filtering the ACMA blacklist only. Significantly more performance degradation was evident for all ISPs when the ACMA 
blacklist as well as additional content was filtered.

25 Duplicate websites are used to reduce the traffic load on servers hosting high traffic web sites.

26	For	example	The	Citizen	Lab,	University	of	Toronto,	“Everyone’s	Guide	to	By-Passing	Internet	Censorship”	September	2007,	available	at:	http://www.nartv.
org/mirror/circ_guide.pdf, website accessed 28 November 2010. This guide is intended for the non-technical user and provides tips and strategies on how to 
by-pass content filters worldwide. 

27	For	example,	Reporters	sans	frontières/Reporters	Without	Borders,	“Handbook	for	bloggers	and	cyber-dissidents.	–	Technical	ways	to	get	around	
censorship”,	12	March	2008	,	available	at:	http://www.rsf.org/IMG/pdf/handbook_bloggers_cyberdissidents-GB.pdf?PHPSESSID=7e180fabc21e4000499fb
2e8b24273a2,	website	accessed	28	November	2010	and	Adam	Turner,	Sydney	Morning	Herald	‘Gadgets	on	the	Go’	Blog,	“How	to	easily	bypass	Australia’s	
internet	filters	for	free”,	3	November	2008,	available	at:	http://blogs.smh.com.au/gadgetsonthego/archives/2008/11/how_to_easily_bypass_australia.html, 
website accessed 28 November 2010
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“Anti-siphoning”,	it’s	a	topic	that	gets	the	hearts	of	the	key	players	
in sports broadcasting racing as quickly as any event on the anti-
siphoning list. Each of the stakeholders put their best arguments 
forward on the subject last year, and we’ve all been eagerly await-
ing the results. The umpire has now spoken. 

On 25 November 2010, Senator Stephen Conroy released the 
Government’s report on the review of the anti-siphoning scheme, 
“Sport	on	Television:	A	review	of	the	anti-siphoning	scheme	in	the	
contemporary	digital	environment”	(the	Report) and announced a 
suite of proposed reforms to the current anti-siphoning scheme.

To no-one’s surprise, the scheme will be maintained. However, 
there are a number of changes which appear to be aimed at mak-
ing the scheme more relevant to the digital environment, as well as 
making it more competitive.

The key proposed changes to the scheme include:

•	 the introduction of a two-tier anti-siphoning list, with differ-
ent requirements attaching to the different tiers;

•	 some additions and deletions to the current anti-siphoning 
list;

•	 the	introduction	of	“must	offer”	obligations;	and

•	 the extension of anti-siphoning restrictions to new media 
providers.

We consider below the current anti-siphoning scheme, the con-
cerns about it and the proposed reforms.

Current anti-siphoning scheme
The Commonwealth Government introduced anti-siphoning 
laws in 1994 to prevent exclusive broadcast rights for events of 
“national	importance”	and	“cultural	significance”	from	being	sold	
to pay-television broadcasters, therefore restricting who may be 
able to watch them. 

Under section 115 of the Broadcasting Services Act 1992 (Cth) (the 
BSA), the Minister may specify events which should be televised to 
the	general	public	for	free,	which	form	the	“anti-siphoning	list”.	
The	 requirements	 of	 the	 terms	 “national	 importance”	 and	 “cul-
tural	significance”	are	not	actually	specified	in	the	legislation,	and	
selecting the events to be included on the list is a matter for the 
Minister.

The regime operates by way of a licence condition imposed on 
subscription broadcasting television licensees and on commercial 
television licensees who are providing digital multi-channel ser-
vices, preventing them from acquiring rights to listed events until 
free-to-air broadcasters have first had an reasonable opportunity 
to purchase them. 

Events on the anti-siphoning list are automatically de-listed 12 
weeks before the event to allow pay-television operators to pur-
chase the rights to events that free-to-air broadcasters did not 
acquire. The Minister may override this where he takes the view 
that free-to-air broadcasters have not yet had an adequate oppor-
tunity to acquire the rights.

The current anti-siphoning list covers a vast array of sporting 
events, and is due to expire on 31 December 2010.

Shifting the Goal Posts: Anti-Siphoning 
Report and Reforms Announced
Sophie Dawson, Anita Cade and Marlia Saunders outline proposed 
amendments to the anti-siphoning scheme.

Submissions by stakeholders
In the Report, the Government found there was a need to balance 
concerns about the anti-siphoning scheme advanced in submis-
sions by pay-television providers and sporting bodies with the pol-
icy objective of ensuring free access to key sporting events (which 
was reiterated in submissions made on behalf of the free-to-air 
television networks and various members of the public).

On the one hand, it was argued that sports broadcasting is pivotal 
in the business models of both free-to-air and pay television, and 
the anti-siphoning scheme generates an anti-competitive environ-
ment in the market for sports rights, giving free-to-air broadcasters 
an unfair advantage. It was also argued that it creates uncertainty 
for pay-television providers as to the rights they will be able to 
acquire, and prevents them from being able to effectively promote 
any rights they eventually do obtain due to short lead times. Fur-
ther, revenues from broadcast rights are said to be an important 
component of sporting organisations’ revenues, enabling them to 
invest in the development of sports in Australia, and it was submit-
ted that the anti-siphoning list restricts their ability to obtain a fair 
market value from the sale of broadcast rights.

On the other hand, the popularity of televised sport in Australian 
society and culture was also recognised. It was submitted that sport 
plays an important role in supporting health outcomes and enhanc-
ing physical and mental wellbeing. Free TV Australia noted that 
although pay television penetration has increased recently, a major-
ity of Australian households do not have a pay-television service. 

Proposed reform
The Government has foreshadowed a number of reforms.

Two-tiered list

It proposes to introduce two tiers of events on the anti-siphoning 
list: 

•	 Tier A will	include	“nationally	iconic”	events	such	as	the	Mel-
bourne Cup, the AFL and NRL Grand Finals, the Rugby Union 
World Cup Final, various cricket test and international matches 
involving Australia, FIFA World Cup finals and matches involv-
ing Australia, Australian Open tennis finals, F1 Grand Prix and 
Moto GP races and the Bathurst 1000 V8 Supercars race. 

•	 Tier B will include the Summer and Winter Olympics Games, 
a minimum number of regular AFL and NRL, State of Origin 
matches, rugby league and rugby union test matches and 
Rugby Union World Cup matches involving Australia, regular 
Australian Open tennis matches, Wimbledon tennis finals, 
golf rounds for the Australian Open, Australian Masters and 
United States Masters, netball test matches and World Cham-
pionship finals matches involving Australia, FIFA World Cup 
matches and qualifiers, the English Football Association Cup 
Final and V8 Supercars Championship Series races. 

New additions and removals

The Government proposes to make some amendments to the cur-
rent list. Notable additions to the anti-siphoning list include certain 
Twenty20 cricket matches and FIFA World Cup qualifiers involving 
the Socceroos.
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A number of sports have been removed from the list, including 4 of 
8 AFL matches and 5 of 8 NRL matches per round, which are cur-
rently shown exclusively on pay TV, and non-Australian games of 
the Rugby Union World Cup. This will permit pay-television broad-
casters to bid directly for these events. 

There is uncertainty as to which AFL and NRL matches will be 
included on the list, as the mechanism for selecting these is yet 
to be determined. The Government had indicated it is concerned 
to ensure that the quality of the games to be shown on free-to-air 
television is protected.

Coverage requirements and “must-offer” obligations

The Report notes that the current anti-siphoning scheme does not 
specify what level, form or frequency of coverage needs to be given 
by free-to-air broadcasters when they acquire the rights to events 
contained on the anti-siphoning list. Whether the events are broad-
cast live and in full is a commercial matter for the broadcaster when 
determining their schedule. Similarly, the scheme currently does not 
require free-to-air broadcasters to on-sell rights that they do not 
intend to use except in limited circumstances described below.

These	 coverage	 issues	 are	 currently	 dealt	 with	 under	 the	 “anti-
hoarding”	rules	and	the	“use	it	or	lose	it”	guidelines,	as	follows:

•	 Anti-hoarding rules:	The	“anti-hoarding”	provisions	under	
the BSA require commercial free-to-air television licensees 
who	acquire	the	rights	to	a	“designated”	event	but	who	do	
not propose to fully use that right to offer the unused por-
tion to the ABC and SBS for a nominal charge. Each of ABC 
and SBS must also offer the unused portions of rights to each 
other. 

 Importantly, however, events on the anti-siphoning list are 
not	 automatically	 “designated	 events”	 for	 the	 purpose	 of	
the anti-hoarding rules. They will only be designated events 
if so declared by the Minister. Only the 2002 and 2006 FIFA 
World Cup tournaments have been designated under these 
provisions, meaning that to date these provisions have had 
extremely limited use.

•	 Use it or lose it guidelines:	The	“use	it	or	lose	it”	guidelines,	
introduced	 by	 the	 previous	 Government	 in	 2007,	 provided	
that the Australian Communications and Media Authority 
(ACMA) would monitor free-to-air broadcasts of events on 
the list, and if an event was not appropriately covered (ie tele-
vised live or near live to at least 50 per cent of the population 
nationally and at least half the event was televised) then it 
would be removed from the list. However, these guidelines 
were not enshrined in legislation, and no events have in fact 
been removed from the anti-siphoning list since the rule was 
introduced, despite ACMA identifying a number of listed 
events which it considered did not receive adequate coverage 
by free-to-air networks which acquired those rights.

In response to numerous submissions (including by pay-television 
providers and sporting bodies) that only events which are broadcast 
live, in full and nationally on free-to-air television should be protected 
under the anti-siphoning scheme, the Government has proposed to 
introduce additional obligations on free-to-air broadcasters which 
acquire the rights to listed events. Such broadcasters will need to:

•	 show	“Tier	A”	events	live	and	in	full	on	their	main	channel;	
and 

•	 show	“Tier	B”	events	 in	 full,	 on	no	more	 than	a	 four	hour	
delay and on their main channel or a digital multi-channel. 

The four hour delay is provided to allow for different time zones, 
audience preferences and multi-round, simultaneous events. Now 
that the take up of digital television has increased significantly, the 
Government was of the view that these events should be permit-
ted to be broadcast on digital multi-channels to enable more live 
sport to be shown.

If a broadcaster does not propose to televise the event in the 
manner required, then the broadcaster must allow another free-
to-air broadcaster to acquire the rights, or if no other free-to-air 
broadcaster wishes to take up the rights, then offer them to a 
pay-television broadcaster. 

This step should address some of the concerns expressed by stake-
holders. However, there is no detail available at this stage about the 
proposed	rule	 (dubbed	the	“must-offer”	obligations),	how	it	will	
interact	with	the	anti-hoarding	provisions	and	the	“use	it	or	lose	it”	
guidelines nor how the rule will be monitored and enforced.

Extension to automatic de-listing period

The Government’s reforms will extend the automatic de-listing 
period for events on the anti-siphoning list from 12 to 26 weeks, to 
provide pay-television providers with additional lead time to enter 
into arrangements with sporting bodies to purchase any rights not 
acquired by free-to-air networks. Seasonal tournaments such as 
AFL and NRL will have a longer de-listing period of 52 weeks.

Impact on new media (including IPTV)

The Government proposes to extend the anti-siphoning provisions 
to new media providers, such as IPTV and other online service pro-
viders, to prevent them from acquiring exclusive rights to listed 
events. The Government contends that, although new media cov-
erage of sporting events is currently complementary to the cover-
age	by	 free-to-air	 and	pay-television	broadcasters,	 as	 a	“precau-
tionary	measure”,	new	media	should	be	treated	in	the	same	way	
as pay television.

The position taken by the Government appears to be based on the 
presumption	that	new	media	offerings	will	always	be	a	“user	pays”	
model, as it is concerned that if sporting content migrates to new 
media, events may no longer be freely available to be viewed by 
the general public. However, this may not necessarily be the case. 
For example, the BigPond Sport channels available via the Telstra 
T-Box do not currently incur subscription or pay-per-view charges, 
although the customer must purchase the set top box and have a 
BigPond broadband plan in order to access them.

The approach proposed by the Government will not prevent the 
continuation of current practices whereby sporting bodies grant 
simultaneous rights to broadcasters operating on different plat-
forms. This means that new media providers may be granted 
supplementary rights to show listed events at the same time as 
free-to-air television networks.

Private member’s bill
Just	 prior	 to	 the	 release	 of	 the	Report,	 Senator	 Bob	Brown	 intro-
duced into Parliament a private member’s bill, the Anti-Siphoning 
Bill 2010 (Cth). The Bill proposes to remove the expiry date for 
the current anti-siphoning list of 31 December 2010, and to pro-
vide that a new anti-siphoning list cannot take effect until 6 sitting 
days of each House of Parliament have elapsed. The effect of these 
changes would be that the current list would remain in effect until 
it is replaced, rather than automatically expiring on 31 December, in 
order to give Parliament a chance to consider any alternative list. 

The Bill was not referred to in the Government’s Report, but the 
Government’s indication that it will implement changes to the anti-
siphoning	list	“shortly”	and	that	they	can	take	effect	by	1	January	
2011 suggests that there may be no immediate need for the Bill. 

Conclusion
The BSA will now be amended. The Government has indicated 
that amending legislation will be drafted over the coming months. 
The key players will be likely to keep their eyes on the ball in an 
attempt to ensure that the detail of the drafting positively reflects 
the aspects of the proposed changes that are beneficial to them. 

Marlia Saunders is a Senior Associate, Anita Cade a Special 
Counsel and Sophie Dawson a Partner at Blake Dawson.
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There has been extensive academic and copyright practitioner 
analysis of the application of copyright law to internet service pro-
viders and internet users in the U.S.A., European Union, Australia, 
Canada and other major jurisdictions. This debate has been pas-
sionate and polarised. Occasionally the debate has descended into 
trading of slogans between content owners and internet access 
service provider (ISPs), enflamed by some of the more extreme pro-
nouncements of the ‘internet should be free’ brigade. The online 
copyright piracy debate in Australia was recently enlivened by 
debate	as	to	the	reasoning	of	Mr	Justice	Cowdroy	in	the	action	initi-
ated by thirty-four film and television production companies, under 
the coordination of the Australian Federation Against Copyright 
Theft (AFACT), against the ISP iiNet Ltd for authorisation of acts 
of copyright infringement by users of iiNet subscribers’ accounts.1 
That debate was further fuelled by criticisms as to secondary liabil-
ity provisions of negotiating drafts of the proposed multi-lateral 
Anti-Counterfeiting Trade Agreement.

There have also been detailed commentaries as to the operation 
of content laws in relation to Australian internet access service 
providers and the Federal Government’s proposal for mandatory 
provider side internet filtering.2

Scope of this paper
Given the range of analysis of copyright liability of internet inter-
mediaries and the operation of content laws in relation to inter-
net access service providers, the focus of this paper is elsewhere: 
instead, we focus on an area that is intriguing for its want of study 
in Australia: the operation of the limited safe harbours for internet 
content hosts and for internet service providers provided by Sched-
ule 5 clause 91(1) of the Broadcasting Services Act 1992 (Cth), 
which states as follows:

 91(1) A law of a State or Territory, or a rule of common 
law or equity, has no effect to the extent to which it: 

(a) subjects, or would have the effect (whether direct 
or indirect) of subjecting an Internet content host to 
liability (whether criminal or civil) in respect of hosting 
particular Internet content in a case where the host 
was not aware of the nature of Internet content; or

(b) requires, or would have the effect (whether direct 
or indirect) of requiring, an Internet content host to 
monitor, make inquiries about, or keep records of, 
Internet content hosted by the host; or

(c)  subjects, or would have the effect (whether direct or 
indirect) of subjecting an Internet service provider to 
liability (whether criminal or civil) in respect of carry-
ing particular Internet content in a case where the 
service provider was not aware of the nature of the 
Internet content; or

(d) requires, or would have the effect (whether direct or 
indirect) of requiring, an Internet service provider to 
monitor, make inquiries about, or keep records of, 
Internet content carried by the provider.3

Clause 91 does not appear to have been subject to significant 
judicial consideration in Australia. So far as the author is aware, 
analysis as to the operation of clause 91 has been very limited 
and generally as incidental coverage within general reviews of the 
operation of the Broadcasting Services Act 1992 (Cth). 

The lack of study as to clause 91 is interesting for a number of 
reasons.

Firstly,	 the	 provisions	 is	 built	 upon	 a	 concept	 of	 “awareness”,	 a	
term without a body of judicial interpretation, unlike the concept of 
knowledge as extensively analysed in many statutory and common 
law causes of action. By contrast, the broad safe harbour under 
U.S. Federal law, section 230 of the Communications Decency Act 
of 1996,4 has been considered in numerous judicial decisions5 and 

Peter Leonard considers safe harbours for internet intermediaries in both 
the Copyright Act and the Broadcasting Services Act, and equivalent 
provisions in the United States, European Union and certain other 
jurisdictions.

Building Safe Harbours in Choppy Waters – 
Towards a Sensible Approach to Liability of 
Internet Intermediaries in Australia

Clause 91 does not appear to have 
been subject to significant judicial 
consideration in Australia.

1 Roadshow Films v iiNet (No. 3) [2010] FCA 24. There are many analyses of the decision: see for example, David Brennan, ISP liability for copyright authorisation: 
the trial decision in Roadshow Films v iiNet,	Melbourne	Law	School	Legal	Studies	Research	Paper	No.	475;	also	Part	One:	Communications	Law	Bulletin,	volume	
28,	no	4	April	2010,	Part	Two:	Communications	Law	Bulletin,	volume	29,	no	1	June	2010;	Universal	Music	Australia	Pty	Ltd	v	Sharman	License	Holdings	Ltd	
[2005]	FCA	1242	(Wilcox	J);	Universal Music Australia Pty Ltd v Cooper [2005]	FCA	972	(Tamberlin	J); Cooper v Universal Music Australia Pty Ltd [2006] FCAFC 
187	David	Lindsay, Liability of ISPS for End-User Copyright Infringements	(2010)	60	Telecommunications	Journal	of	Australia	29.1
2	See	Catharine	Lumby,	Leila	Green	and	John	Gartley,	Untangling the Net: the Scope of Content Caught by Mandatory Internet Filtering, December 2009, 
available at http://www.cci.edu.au/publications/untangling-net-scope-content-caught-mandatory-internet-filteriing; David Vaile and Renee Watt, Inspecting the 
Despicable, Assessing the Unacceptable,	Telecommunications	Journal	of	Australia	Vol.	59	No.	2	(2009),	p27.1.
3 The full text of clauses 90 and 91 of Schedule 5, and related definitions, appears below in Part 9 of this paper.
4	Available	at	http://www.law.cornell.edu/uscode/html/uscode47/usc_sec_47_00000230----000-.html.	
5 David S Ardia, Free Speech Savior or Shield for Scoundrels: An Empirical Study of Intermediary Immunity under Section 230 of the Communications Decency 
Act,	Loyola	of	Los	Angeles	Law	Review	Winter	2010	Vol	43:473.	David	Ardia	identified	and	analysed	184	reported	decisions	from	140	cases	between	the	
effective date of section 230, February 1996, and 30 September 2009, in which a party to the proceedings or the Court raised section 230 as a defence to online 
liability or acts.



Page 11Communications Law Bulletin, Vol 29.3 (December 2010)

academic treatise.6 The comparable provisions at the European 
Union level, Articles 14 and 15 of the Directive on electronic com-
merce (2000/31/EC)7 has been the subject of much less extensive 
academic treatment or judicial analyses, but there is a significant 
body of material related to the interpretation of the Directive for 
statutory drafting to implement the Directive in the twenty seven 
EU member States.

Each of these safe harbours are expressed in markedly different 
terms and operate in quite different ways. Clearly the Australian 
safe harbour falls away once an internet intermediary becomes 
aware	as	to	“particular	internet	content”:	without	doubt,	“aware”	
as	to	its	existence,	but	not	necessarily	“aware”	that	the	content	is	
infringing, leaving difficult questions as to when and how an inter-
net content host or an internet service provider should take steps 
to determine whether content is infringing. The policy approach 
of section 230 of the Communications Decency Act of 1996 is 
to provide a broad safe harbour, notwithstanding awareness 
both as to existence and as to the infringing nature of relevant 
third party content. This is markedly divergent from the ‘notice 
and take-down’ procedure in respect of copyright material in the 
U.S.A. pursuant to the U.S. Federal Digital Millennium Copyright 
Act8 (DMCA) of 1998 and comparable provisions under Australian 
copyright law.9 This radically different approach to infringement 
of copyright and to other causes of action under U.S. law is not 
followed in the European Union, where the safe harbour is broadly 
expressed	 but	 dependent	 upon	 no	 “actual	 knowledge	 of	 illegal	
activity	or	information	knowledge”	of	the	internet	content	cost	or	
service provider, then leaving EU Member States in their statutory 
implementation of the Directive to elaborate upon those words, 
with markedly different outcomes between some Member States.

Clause 91 sits uncomfortably within these divergent approaches, 
without any expressed policy rationale for its limited scope of cov-
erage or its different approach to that adopted under Australian 
copyright law. The divergent approaches in national jurisdictions 
is increasingly problematic given the global availability of internet 
content and marked national differences in content laws. More-
over, the divergence between non-copyright safe harbours and 
copyright safe harbours for internet intermediaries may be increas-
ing as some EU Member States and other jurisdictions including 
New Zealand consider imposition of ‘graduated response’ require-
ments on internet intermediaries.

The fact that there has been little published comment by inter-
net industry players for reform of clause 91 probably reflects more 
that internet content is generally hosted outside Australia, and 
specifically in the U.S.A., than any satisfaction as to the opera-
tion of clause 91. It is reasonable to speculate that the growth in 
cloud applications and hosted services may change this perspec-
tive, and lead to a much closer consideration as to the adequacy or 
otherwise of clause 91. In addition, the Australian Government is 
about to embark upon a comprehensive review of laws relating to 
the convergence of media, communications and internet. Clause 

91 sits largely neglected yet at the centre of that convergence. 
It is one of the relatively few legislative provisions in Australia to 
expressly address the activities of internet content hosts and one of 
the few Federal provisions that appears to ‘cover the field’ of inter-
net regulation to the exclusion of State and Territory legislation.10

For the reasons discussed in some detail later in this paper, clause 
91 is remarkably limited in its scope of coverage as compared, in 
particular, to section 230 of the Communications Decency Act and 
Articles 14 and 15 of the EU Directive. But before making such 
comparisons it is first necessary to calibrate our language.

Ruminations about intermediaries
Many international debates as to internet law pass ‘like ships in 
the night’: a debate never properly opened and hence never closed 
because the participants have not first ensured that they are argu-
ing about the same issue. Let us first be clear as to the nature and 
role of the internet intermediaries under discussion and the differ-
ences in exculpatory approaches and rules in major countries. 

Internet intermediaries may be relevantly characterised in three 
groups:

(a) communication conduits;

(b)  content hosts;

(c) search service and application service providers.

The first category includes intermediaries that facilitate the physical 
transport of data across the fixed or mobile network: from the user 
viewpoint, the internet access service provider with whom they 
have their account, an ISP that is typically a telecommunications 
carrier (e.g. Telstra, Optus or Vodafone) or a telecommunications 
carriage service provider (proving carriage services over telecom-
munications networks owned and operated by others (e.g. iiNet 
and AAPT). Of course, many other intermediaries are involved in 
transporting that content and ensuring that it arrives at the right 
destination, in particular internet backbone providers such as Veri-
zon and Sprint. 

The second category of intermediaries are content hosts. These 
are intermediaries that store, cache, or otherwise provide access to 
third-party content. While any person could set up a blog or Web 
site on a home server, few people bother to do so. Most content is 
stored on or made available from servers operated by private inter-
mediaries, including those operated by well-known brand names 
like Google and Yahoo! An anonymous ‘whistle blower’ may speak 
to the world through a blog-hosting service such as Blogger or 
BoingBoing, a posting of a video to YouTube or DailyMotion, post-
ings to Wikileaks and so on. Unpopular and frequently actionable 
content may be shared on social networking sites such as Facebook, 
Flickr and MySpace. Protests may be organised by using microblogs 

the divergence between non-copyright 
safe harbours and copyright safe 
harbours for internet intermediaries 
may be increasing

internet intermediaries are properly 
regarded as intermediaries whenever 

they do not themselves originate 
actionable content, or in American 

terms, do not first ‘utter’ the relevant 
‘speech’

6	A	good	online	updated	section	230	resource	is	Jonathan	Freiden,	Overview of Section 230 of the Communications Decency Act, at http://ecommercelaw.
typepad.com/ecommerce_law/2007/06/overview_of_sec.html#ixzz14jl5X6HK.	

7	Available	at	http://eur-lex.europa.eu/LexUriServ/LexUriServ.do?uri=CELEX:32000L0031:EN:NOT.	Useful	background	to	the	Directive	can	be	found	at	http://
ec.europa.eu/internal_market/e-commerce/directive_en.htm. 

8	ss	201-203,	codified	as	17	USC	§511-513.

9 Discussed below.

10 One of the few other Federal statutes broadly covering the internet is the Internet Gambling Act 2001 (Cth).
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such as Twitter. In each of these hosting services the hosting inter-
mediary determines limitations that it elects to impose upon users 
as to the use of its services through its terms of use, including com-
munity policies and upload warnings, and its takedown policies. 
Frequently these hosting services are otherwise unmoderated or 
unable to control what is uploaded and initially made available: for 
example, YouTube receives uploads of over 24 hours of audiovisual 
content every minute. The quantity of Facebook material is best 
illustrated by reference to user face time: in August 2010 it was 
estimated that over 10 percent of total time online of US users 
was spent on Facebook as compared to 9.6 percent on the Google 
family of services (Google Search, Gmail, YouTube, Google News, 
Google Earth and so on).11

The third category of intermediaries includes application service 
providers and search engines. In many ways this is the most chal-
lenging grouping because of its diversity. Broadly, these interme-
diaries facilitate access to content by, among other things, index-
ing it, filtering it, or formatting it, but do not necessarily host the 
content themselves. Online examples include Google Search and 
spam-filtering software. These intermediaries are of vital impor-
tance because they allow a user to conveniently find and make 
sense of the vast amount of information available on the Internet 
and to direct their time-limited attention to the minute sub-set of 
information that may be of interest to them. Some searches may 
use terms that find the applications service providers that facilitate 
patently illegal activity, including pirates being pirated: for exam-
ple,	a	search	query	on	the	term	“Limewire”	on	13	November	2010	
revealed as a top result www.limewire.com and at that site the fol-
lowing text was screened over the former Limewire home page:

 LimeWire is under a court order dated October 26, 2010 to 
stop distributing the LimeWire software. A copy of the injunc-
tion can be found here. LimeWire LLC, its directors and offi-
cers, are taking all steps to comply with the injunction. We 
have very recently become aware of unauthorized applica-
tions on the internet purporting to use the LimeWire name. 
We demand that all persons using the LimeWire software, 
name, or trademark in order to upload or download copy-
righted works in any manner cease and desist from doing so. 
We further remind you that the unauthorized uploading and 
downloading of copyrighted works is illegal.

Following that permanent injection LimeWire is no longer the appli-
cation of choice for peer to peer music copying. BitTorrent remains 
the application of choice for peer to peer copying of audio-visual 
material. BitTorrent can of course be downloaded from numerous 
sites, including those operated by BitTorrent itself.

These internet intermediaries are properly regarded as intermediar-
ies whenever they do not themselves originate actionable content, 

or in American terms, do not first ‘utter’ the relevant ‘speech’. The 
next question then is whether and in what circumstances those 
intermediaries, when acting as intermediaries, should be liable in 
respect of actionable content originated by others, for example:

•	 BitTorrent as application service provider providing the means 
by which copyright material (as well as non-copyright mate-
rial) is located on another users computers and made avail-
able to the requesting user;

•	 a hosting service provider providing the platform at which 
audio-visual material is made available, including that sub-set 
of material that (may upon review be identified as) infringing 
a third party copyright or invasive of privacy;

•	 an ISP for failing to implement active steps to identify and 
seek out and stop users that have unusual download patterns 
that may indicate that the user is a requesting or providing 
user of content to services such as BitTorrent;

•	 an ISP for failing to take active steps to assist a copyright 
owner in identifying, gathering evidence or prosecuting 
alleged breaches of that copyright owner’s copyright by a user 
of that ISP’s services.

The above examples all relate to copyright, yet as we have already 
noted internet intermediaries face a myriad of liability exposures 
and possible causes of action in respect of actionable content: 
random examples (among many) include statutory limitations on 
securities offerings over the internet and advertising of offering of 
securities or provision of financial advice, restrictions on advertising 
or provision of online gaming services and therapeutic substances 
and alcoholic beverages, suits for invasion of privacy, defamation 
and contempt, restrictions upon court reporting or publication of 
names or minors involved in court proceedings, breaches of con-
fidentiality and the tort of negligence. Given this range, why has 
discussion for infringement of copyright occupied so much of the 
academic literature as to intermediary liability and so much of the 
legislative agenda?

First, there is the acknowledged extent of illegal copying of copy-
right material around the globe. According to the Eurostat figures 
released	 in	July	2010	by	Ms	Viviane	Reding,	the	European	Union	
Commissioner for Telecoms and Media, 60 per cent of ‘digital 
natives’ – the generation ‘‘ready to apply innovations like web 2.0 
to business and public life, whether as podcasters, bloggers, social 
networkers or website owners’’ - ‘‘have downloaded audiovisual 
content	 from	 the	 internet	 in	 the	 past	 months	 without	 paying”.	
Twenty eight per cent of the interviewed users apparently stated 
they would not be willing to pay for the downloaded content.12

Secondly, there are very significant business interests and business 
models at stake: in particular, the continuing decline in sales of 
recorded music and the rapid rise in availability of valuable audio-

The above examples all relate to 
copyright, yet as we have already 
noted internet intermediaries face 
a myriad of liability exposures and 
possible causes of action in respect of 
actionable content

It was inevitable that copyright 
would be one of the first major 

battlegrounds to define new law in 
many jurisdictions as to the liability of 

internet intermediaries

11 Eric Sinrod, Face Time: Internet Users Stay on Facebook the Longest, October 12, 2010, http://www.duanemorris.com/articles/facebook_gets_most_
internet_face_time_3845.html, citing comScore data. For recent Australian survey data, see Australian Communications and Media Authority (ACMA), 
Communications report 2009-10 series: Report 1 – Australia in the digital economy: The shift to the online environment 11 November 2010; for U.S. data, 
a convenient source is the Nielsenwire series at blog.neilsen.com/neilsenwire.

12 Viviane Reding, Digital Europe—Europe’s Fast Track to Economic Recovery,	The	Ludwig	Erhard	Lecture	2009,	Lisbon	Council,	Brussels,	July	9,	2009,	
p.5 available at http://europa.eu/rapid/pressReleasesAction.do?reference=SPEECH/09/336; see also Alain Strowel, Internet Piracy as a Wake-up Call for 
Copyright Law Makers—Is the ‘‘Graduated Response’’ a Good Reply? Thoughts from a law professor who grew up in the Gutenberg Age	[2009]	WIPOJ	
No.	1,	p7.
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visual works, such as television shows and Hollywood movies, on 
BitTorrent and other peer to peer networks. 

Thirdly, the inherently decentralised and fragmentary nature of 
accessed material on peer to peer networks, and the role of indi-
vidual users rather than service providers as primary infringers, 
encourages copyright owners to pursue internet intermediaries 
such as an ISPs as the principal defendants in infringement pro-
ceedings. 

Lastly, there has been the relatively recent rise of user generated 
hosted content sites hosted by major players such as Google (You-
Tube), and the semi-public or public parts of Facebook, that may 
be used (directly contrary to terms of use applying to those sites) 
by content uploaders for mash-ups and other audiovisual works 
that incorporate third party copyright material. This new form 
of copyright infringement by content uploaders poses particular 
challenges for copyright law in many countries as even recently 
developed statutory schemes did not anticipate user generated 
content. 

It was therefore inevitable that copyright would be one of the first 
major battlegrounds to define new law in many jurisdictions as to 
the liability of internet intermediaries. The Anglo-Australian law 
of copyright generally found authorisation liability for breach of 
copyright in two ways:

•	 by (explicitly) granting approval to do an infringing act, such 
as by purporting to grant a licence to do the act; 

•	 by (implicitly) sanctioning, approving or countenancing the 
doing of an infringing act, such as by failing to take steps to 
prevent the doing of the act where one had power to prevent 
and ought to have known of the occurrence. 

It is useful to compare the Anglo-Australian theory of authorisation 
liability with the two principles of indirect liability that developed 
over the course of the 20th century US copyright cases, being con-
tributory and vicarious infringement. Contributory infringement 
requires knowledge of the infringing activity of another (direct) 
infringer and inducing, causing or materially contributing to that 
infringement: sometimes called the ‘knowledge prong’ and the 
‘material contribution prong’.13 Vicarious liability requires the right 
and ability to stop or limit a direct infringement and a direct finan-
cial interest in such infringing activity.

In many areas of law other than copyright there are no clear general 
principles to guide a distinction between primary and secondary 
liability – and in some areas of law the distinction does not apply 
at	all.	For	example,	some	statutes	create	an	offence	to	“publish”	
actionable material and provide no guidance as to who is to be 
regarded	as	“publishing”,	 leaving	open	 the	question	of	whether	

well	developed	but	very	expansive	concepts	of	‘“publish”	in	areas	
such as defamation law should be used as analogies in application 
of the statute. However, in considering the role of internet inter-
mediaries it is useful to start from the general distinction between 
primary and secondary actors recognised under many legal sys-
tems, including the American legal system. U.S. Federal and State 
civil and criminal rules impose primary liability in relation to pub-
lication	 of	material	 –	 collectively	 referred	 to	 as	 “speech”	 (echo-
ing the broad U.S. First Amendment freedom of speech concept) 
-	 on	 those	 who	 are	 the	 primary	 “speakers”.	 Separately,	 various	
and more limited forms of secondary liability is imposed on inter-
mediaries	who	are	not	the	actual	“speakers”	but	who	have	some	
nexus, generally through dissemination of the subject ‘speech’, to 
the wrongful acts. For example, in the book world, the speakers 
may be the author and the book publisher, the intermediaries the 
printer, the distributor, the logistics provider and the bookstores. 
Internet intermediaries face a myriad of potential legal claims, both 
civil and criminal, arising from the content and actions of third par-
ties, include liability under intellectual property laws, privacy laws, 
obscenity laws, liability for defamation and other torts and anti-
discrimination laws, and state tort laws. Secondary liability prin-
ciples frequently are qualified by requirement of proof as to ‘actual 
knowledge’ as to the material being ‘wrongful’, or other limiting 
(or in some cases, exonerating) factors. 

The problem is compounded by jurisdictional questions that arise 
when ‘speech’ is ‘uttered’ far from the original ‘speaker’, best 
illustrated by the arcane but important trans-Atlantic debate as 
whether defamatory material is to be taken as spoken where it is 
first uttered – the so called ‘first publication’ rule generally applied 
in U.S. jurisprudence – or wherever it is published – the so-called 
‘multiple publication rule’14 famously applied by the High Court 
of Australia in the Gutnick15 decision. Many of the multiple publi-
cation cases pre-dated the internet and typically involved at least 
some conscious decision by some intermediary to make available 
the ‘speech’ – a book, a magazine, a television or radio program 
– in the jurisdiction. The cases generally sought to find a requisite 
level of intent to ‘publish’ in the relevant jurisdiction, and some-
times a requisite level of knowledge as to the likelihood that the 
material in the publication was actionable in that jurisdiction: for 
example, a book distributor electing to import and market a book 
containing actionable subject matter in the jurisdiction.16 These 
cases are often very difficult to apply to the internet, as is well 
illustrated	by	the	Gutnick	decision:	should	Dow	Jones	as	publisher	
of	 the	online	edition	of	The	Wall	Street	 Journal	be	 liable	 in	Aus-
tralia in relation to a story about an Australian merely because a 

Much confusion arise from attempts 
to apply United States concepts of 
secondary liability to Anglo-Australian 
principles of indirect infringement and 
authorisation

Each internet safe harbour is an 
attempt to effect a balance between 
the protection of a person aggrieved 
and intermediaries’ right to develop 

technologies and business models that 
facilitate and enable reproduction and 

dissemination of digital information

13 See David Hayes excellent analysis of U.S. cases applying theories if contributory liability and vicarious liability to online service providers in David L. 
Hayes, Advanced copyright issues on the internet, Fenwick and West LLP 2009, available at http://www.fenwick.com/docstore/Publications/IP/Advanced_
Copyright_2009.pdf. .

14	A	balanced	evaluation	is	given	by	the	U.K.	Ministry	of	Justice	in	its	consultation	paper,	U.K.	Ministry	of	Justice,	Defamation and the internet: the multiple 
publication rule: Consultation Paper CP 20/09, September 2009 at pp 9-12, available at www.justice.gov.uk. The coalition agreement between the new 
Conservatives and the Liberal Democrats in May 2010 on their formation of the new U.K. Government included commitment to overhaul of U.K. defamation 
law	“to	protect	freedom	of	speech”.	

15 Dow Jones & Co, Inc v Gutnick (2002)	210	CLR	575;	77	ALJR	255;	194	ALR	433

16	The	cases	are	well	summarised	in	U.K.	Ministry	of	Justice,	Defamation and the internet: the multiple publication rule: Consultation Paper CP 20/09, 
September 2009 at pp 9-12, available at www.justice.gov.uk.
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handful	of	viewers	of	the	online	version	of	The	Wall	Street	Journal	
viewed the journal from internet access devices in Australia?17 If 
this was the case, why shouldn’t North Korean law equally apply to 
publication	in	The	Wall	Street	Journal	of	criticism	of	North	Korean	
autocracy when read online by Dear Leader on one of the few 
sanctioned internet access devices in Pyongyang? Because of the 
difficulty in applying such cases to the internet, various legislatures 
responded by the creation of safe harbours, effectively ending the 
development of the common law in respect of secondary liability or 
authorisation under various causes of action as it applies to inter-
net publication.

Much confusion arise from attempts to apply United States con-
cepts of secondary liability to Anglo-Australian principles of indi-
rect infringement and authorisation (‘sanctioning, approving or 
countenancing’). This confusion is compounded by two factors. 
First, although many causes of action are deceptively similar under 
Australian and U.S. jurisprudence, the exoneration principles or 
defences are quite different and the overhang of the U.S. First 
Amendment (freedom of speech) affects many decisions. Second, 
many of the decisions made each day about whether to take down 
internet content that has been identified and is alleged to be 
infringing are made in California by application of principles of U.S. 
Federal or State law or by projection as to what a ‘global common 
denominator’ may be, after special account for special factors (i.e. 
local laws on criticising their monarch). It is simply impossible for 
any Californian attorney to give effect of the nuances of secondary 
liability, indirect infringement and authorisation laws as separately 
developed for different cause of action in a multiplicity of jurisdic-
tions.

Building safe harbours: why are so many ‘safe 
harbours’ so unsafe?
One approach to resolution of the complexities of secondary or 
indirect liability and multiple causes of action is a broadly based 
‘safe harbour’. 

The term ‘safe harbour’ has caught on around the globe in relation 
to a broad array of defences and exonerating provisions for inter-
net intermediaries. Of course, there have long been cause of action 
specific safe harbours, including common law – the ‘innocent dis-
semination’ defence to defamation liability18 is one of many exam-
ples. Each internet safe harbour is an attempt to effect a balance 
between the protection of a person aggrieved and intermediaries’ 

right to develop technologies and business models that facilitate 
and enable reproduction and dissemination of digital information. 
In all cases the safe harbours have drafting deficiencies. These 
drafting deficiencies typically arise in one or both of two ways. 
First, a safe harbour generally was the outcome of a political com-
promise effected after heavy lobbying between rights holders or 
others and the internet industry. Sometimes the drafting deficiency 
reflects a political compromise that is reflected in vague or open 
language. Sometimes the provisions were drafted (or amended in 
the course of passage) in a hurry or with excessive reference to 
foreign precedents developed in respect of comparable but materi-
ally different foreign statutes, in order to give effect to a treaty or 
under other pressure of time. For example, the Australian Copy-
right Act safe harbours were a rushed implementation pursuant to 
obligations accepted by Australia as a condition to implementation 
of the Australia United States Free Trade Agreement.19

An example of a broadly based safe harbour is section 26 of the 
Electronic Transactions Act 2010 of Singapore,20 as follows:

 Liability of network service providers

 26 (1) Subject to subsection (2), a network service provider 
shall not be subject to any civil or criminal liability under any 
rule of law in respect of third-party material in the form of 
electronic records to which he merely provides access if such 
liability is founded on:

(a) the making, publication, dissemination or distribu-
tion of such materials or any statement made in 
such material; or

(b) the infringement of any rights subsisting in or in 
relation to such material.

 (2) Nothing in this section shall affect:

(a) any obligation founded on contract;

(b)  the obligation of a network service provider as such 
under a licensing or other regulatory regime estab-
lished under any written law;

(c)  any obligation imposed under any written law or 
by a court to remove, block or deny access to any 
material; or

(d)  any liability of a network service provider under the 
Copyright Act (Cap. 63) in respect of:

It is costly for intermediaries to 
consider contending views as to 
legality of content or offer dispute 
resolution procedures to their users.  
It is far less costly to simply remove 
content alleged to be actionable at the 
first sign of trouble, or to decline to 
carry ‘edgy’ content at all

United States courts have consistently 
held that the mere exercise of 
traditional editorial functions, 

such as deciding what content to 
publish or remove, does not make 

an intermediary responsible for the 
content it publishes

17	The	new	Federal	U.S.	SPEECH	Act	(to	be	codified	at	28	U.S.C.	§§	4101-05)	provides	shields	for	U.S.	authors	and	publishers	by	preventing	a	person	
who obtains a defamation judgment in a foreign court from enforcing that judgment in the U.S., unless that person makes two showings concerning that 
judgment. First, the plaintiff must show that that the defamation law applied by the foreign court provided as much protection for freedom of speech and 
the press as the U.S. Constitution and applicable State laws. The Act further provides that a plaintiff cannot enforce its defamation judgment, unless the 
judgment is consistent with the Communications Decency Act. Second, the plaintiff must show that the foreign court’s exercise of jurisdiction over the 
defendant complied with U.S. due process requirements.

18 See for example the discussion of the High Court of Australia in Thompson v Australian Capital Television (1996)	186	CLR	574.	

19 Division 2AA of the Copyright Act 1968 (Cth),	inserted	to	ensure	that	“carriage	service	providers”	who	take	reasonable	measures	to	limit	and	deter	
copyright infringement are able to attract the benefit of reduced liability for copyright infringement if they introduce certain policies and procedures. 

20 See http://statutes.agc.gov.sg/.
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  (i) the infringement of copyright in any work or   
 other subject-matter in which copyright subsists; 
or

  (ii) the unauthorised use of any performance, the  
 protection period of which has not expired.

 (3) In this section:

  “performance” and “protection period” have the 
same meanings as in Part XII of the Copyright Act;

  “provides access” , in relation to third-party mate-
rial, means the provision of the necessary techni-
cal means by which third-party material may be 
accessed and includes the automatic and temporary 
storage of the third-party material for the purpose 
of providing access;

  “third-party”, in relation to a network service pro-
vider, means a person over whom the provider has 
no effective control.

It will be noted that the safe harbour is in relatively broad terms 
but does not (now) exonerate copyright infringement. The relevant 
provision was first enacted as section 10 of the now repealed 
Electronic Transactions Act 1998 of Singapore and then was not 
subject to a copyright exception: the copyright exception was later 
introduced following representations by rights holders and Singa-
pore entering into the Singapore-USA Free Trade Agreement21. The 
copyright safe harbour now appears as sections 193B to 193D and 
252A to 252C of the Copyright Act (chap. 63) of Singapore,22 and 
broadly reflects the U.S. DMCA approach.23 Under section 193A 
of	 the	 Copyright	 Act	 of	 Singapore	 “network	 service	 providers”	
are (relevantly) both a person who provides services relating to, or 
provides connections for, the transmission or routing of data, and 
a person who provides, or operates facilities for, online services or 
network access. The latter appears broad enough to capture host-
ing service providers, although this is not beyond argument.

As a result Singapore has moved from a general exculpatory provi-
sion for internet intermediaries to a bifurcated safe harbours for 
copyright, broadly based on U.S. DMCA, and the other more gen-
eral safe harbour for many non-copyright claims. 

Of course, the most well known general safe harbour for non-
copyright claims is that under the Communications Decency Act. 
We now turn to consider that ‘safe harbour’ and contrast it with 
the DMCA provisions and the European Union Directive provisions 
that were derived from them. 

Section 230 of the Communications Decency Act
The Communications Decency Act of 1996 is the name commonly 
given to Title V of the (U.S. Federal) Telecommunications Act of 
1996,	codified	at	47	U.S.C.	§	230.	Section	230(c)(1)	provides	an	

extensive immunity from liability for providers and users of an 
“interactive	computer	service”	who	publish	information	provided	
by others. 

It is sometimes suggested that section 230 should now have a 
more limited role because of increasing sophistication in techno-
logical tools, such as filters, to detect certain illegal or offensive 
internet content. However, that argument is questionable: tech-
nological tools are blunt instruments that are likely to block more 
content than the intermediary intended and are incapable of exer-
cising judgment. For example, while software may identify certain 
words or phrases or ‘flesh tones’ in images, the software cannot 
determine whether the content in fact is obscene, defames oth-
ers or invades their privacy: such judgement-based determinations 
require contextual analysis and, in many instances, additional facts. 
As a result, the assessment of legal liability by intermediaries still 
cannot be effectively automated. Imposition of active requirements 
for an internet intermediary to monitor, or block uploaded content 
as and when uploaded, may so fundamentally affect the business 
model for ‘free’ user generated content services that such services 
may cease to be commercially feasible and hence cease to be made 
available.

Also, when intermediaries remove potentially actionable content, 
they often do so without providing an opportunity for the uploader 
to contest the removal or blocking. It is costly for intermediaries to 
consider contending views as to legality of content or offer dispute 
resolution procedures to their users. It is far less costly to simply 
remove content alleged to be actionable at the first sign of trouble, 
or to decline to carry ‘edgy’ content at all. So any increase in the 
baseline liability exposure for intermediaries will impact their will-
ingness to carry ‘edgy’ content or preserve its availability. As David 
Ardia	 notes,	 a	 “profit-maximizing	 intermediary	 likely	will	 choose	
the mechanism that is least costly, rather than the one that pre-
serves	the	most	speech”.

Section	230	provides	 that	 “no	provider	 ...of	 an	 interactive	 com-
puter service shall be treated as the publisher or speaker of any 
information	provided	by	another	information	content	provider”.24 
‘Interactive	computer	service’	is	broadly	defined	as	“any	informa-
tion service, system, or access software provider that provides or 
enables computer access by multiple users to a computer server, 
including specifically a service or system that provides access to the 
Internet….	 .”25 The most common interactive computer services 
are, of course, websites.

there are two ways in which an 
intermediary may be put on notice 
of infringing material on its system: 
notice from the copyright owner, and 
the existence of “red flags"

Graduated response is in the course of 
implementation in France, Taiwan, and 
South Korea.  Graduated response may 

also be implemented in the United 
Kingdom, Canada and New Zealand, 

although the commitment of the 
(current) legislatures in each of these 

jurisdictions is less clear

21	Effective	1	January	2004	and	available	at	http://tcc.export.gov/Trade_Agreements/All_Trade_Agreements/exp_007049.asp.	

22 See http://statutes.agc.gov.sg/.

23	See	further	RecordTV	v	MediaCorp	TV	Singapore	[2009]	SGHC	287,	Warren	Chik	and	David	Yong,	Internet Intermediaries and Copyright Law in Singapore, 
available at http://www.lawgazette.com.sg/2010-04/feature3.htm

24	47	U.S.C.	§	230(c)(1)

25	47	U.S.C.	§	230(f)(2)
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Section	230	“immunity”	is	lost	to	the	extent	that	the	publisher	is	
an	‘information	content	provider’,	which	is	defined	as	“any	person	
or entity that is responsible, in whole or in part, for the creation or 
development	of	information	provided	through	the	Internet.”26 This 
is construed by reference to the information in issue: a defendant 
may itself carry on business as an information content provider, 
but if it is not the person or entity responsible for the creation or 
development of the information in issue, it is entitled to claim the 
immunity. 

A defendant must satisfy each of the three elements to gain the 
benefit of the immunity:

•	 the	defendant	must	be	a	“provider	or	user”	of	an	“interactive	
computer	service”;

•	 the	cause	of	action	asserted	by	the	plaintiff	must	“treat”	the	
defendant	“as	the	publisher	or	speaker”	of	the	harmful	infor-
mation at issue;

•	 the	 information	 must	 be	 “provided	 by	 another	 informa-
tion	 content	provider,”	 i.e.,	 the	defendant	must	not	be	 the	
“information	content	provider”	of	the	harmful	information	at	
issue.

United States courts have consistently held that the mere exercise 
of traditional editorial functions, such as deciding what content 
to publish or remove, does not make an intermediary responsible 
for the content it publishes. These traditional editorial functions 
include screening objectionable content prior to publication, as 
well as correcting, editing, or removing content. Taking an active 
role in editing content, and encouraging or soliciting others to sub-
mit content - including content that is likely to be actionable – has 
not disentitled defendants to section 230 immunity.

Section 230 immunity is not lost once the publisher is on notice 
of the allegedly defamatory content.27 As a result, failure to take 
down a post, even one that gives rise to liability for the individual 
who posted it, does not of itself take away the safe harbour for the 
website owner. In this respect section 230 diverges sharply from 
U.S. copyright law as implemented through the DMCA ‘notice and 
take down’ process. However, one of many cases involving fake 
profiles on online dating services,28 a decision of the Ninth Circuit 
in the case of Barnes v. Yahoo!, Inc., held that section 230 did 
not pre-empt a claim for promissory estoppel based on a specific 
promise	made	by	a	Yahoo!	employee	that	she	would	“personally	
walk the [plaintiff’s complaint] over to the division responsible for 
stopping	 unauthorized	 profiles	 and	 they	would	 take	 care	 of	 it”.	
The court allowed the promissory estoppel claim to go forward 
because the Yahoo! employee made this specific promise to the 
plaintiff, noting however that promises made in a Web site’s terms 
of service—for example, a promise to remove all defamatory con-

tent, or in marketing materials, do not create an obligation to 
remove	content;	“a	general	monitoring	policy,	or	even	an	attempt	
to help a particular person, on the part of an interactive computer 
service	such	as	Yahoo!	does	not	suffice	for	contract	liability”.

Section 230 has been applied in a broad range of cases: defama-
tion, misrepresentation, negligence, deceptive trade practices and 
false advertising, privacy torts (including intrusion and misappro-
priation), tortious interference with contract or business relations 
and intentional infliction of emotional distress. However, the sec-
tion expressly excludes from section 230 immunity Federal criminal 
statutes,	 intellectual	property	 laws,	“any	State	 law	that	 is	consis-
tent	with	section	230”	and	communications	privacy	law	(but	not	
other laws creating rights of personal privacy).29

Digital Millennium Copyright Act 1998 (DMCA) 
The position under US copyright law is different from that under 
section 230. 

The Digital Millennium Copyright Act 1998 (DMCA) amended the 
US Copyright Act.30 Part of that amendment was the implemen-
tation of a notice-and-takedown regime regarding the liability of 
internet service providers, explicitly including host providers. Host-
ing,	which	is	denoted	in	the	DMCA	as	“residing	of	information	on	
systems	or	networks	at	direction	of	users”,	is	generally	exempted	
from liability if the respective host provider does not have actual 
knowledge and, upon obtaining such knowledge or awareness, 
acts expeditiously to remove the material or to disable access. 

Relevant internet intermediaries must comply with two general 
requirements: to comply with standard technical measures and 
remove repeat infringers. 

To qualify for protection under section 512(c), an intermediary:

•	 must not receive a financial benefit directly attributable to the 
infringing activity;

•	 must not be aware of the presence of infringing material or 
know any facts or circumstances that would make infringing 
material apparent, and

•	 upon receiving notice from copyright owners or their agents, 
act expeditiously to remove the purported infringing mate-
rial.

Although an intermediary must not have actual knowledge that 
it is hosting infringing material or be aware of facts or circum-
stances from which infringing activity is apparent, it is clear from 
the statute and legislative history that an intermediary has no duty 
to monitor its service or affirmatively seek infringing material on its 
system. However, there are two ways in which an intermediary may 
be put on notice of infringing material on its system: notice from 
the	copyright	owner,	and	 the	existence	of	“red	 flags”.	The	“red	
flag”	 test	 stems	 from	 the	 language	 in	 section	 230	 that	 requires	

In 2004, in fulfilment of obligations 
under the (AUSFTA), the Federal 
Government enacted a copyright 
safe-harbour regime modelled on US 
copyright law

The amendments also failed to address 
the interrelationship between the 2004 

safe harbour and 2001 provisions

26	47	U.S.C.	§	230(f)(3)

27	The	seminal	case	establishing	this	proposition	is	Zeran v. America Online, Inc	129	F.3rd	327	(4th	Cir)	1997,	cited	and	followed	in	137	cases	of	the	140	
reported and analysed by David Ardia, op cit.. For a discussion of cases in the Zeran line of authority and two divergent decisions, see Patrick Carome and 
Colin Rushing, Anomaly or Trend? The Scope of §230 Immunity Challenged by Two Courts, Communications Lawyer Vol. 22 No. 1, Spring 2004. 

28 The fake profile at issue in Barnes v. Yahoo!, Inc	570	F.3d	1096	(9th	Cir.	2009)	was	typically	offensive:	the	plaintiff’s	profile	had	had	been	created	by	
plaintiff’s ex-boyfriend and contained nude photos of the plaintiff, her personal and work contact information, and statements that she was interested in sex. 
at 1098. 

29	47	U.S.C.	§§230(e)(1),(2),(3)	and	(4).

30 The Online Copyright Infringement Liability Limitation Act 1998 was a portion of the Digital Millennium Copyright Act 1998 amending the Copyright law 
in	Title	17	of	the	United	States	Code	by	insertion	of	section	512;	available	at	http://www.law.cornell.edu/uscode/17/512.html.
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that	an	intermediary	not	be	“aware	of	facts	or	circumstances	from	
which	infringing	activity	is	apparent”.

The	“red	flag”	test	contains	both	a	subjective	and	an	objective	ele-
ment. Objectively, the intermediary must be found to have knowledge 
that	the	material	resides	on	its	system.	Subjectively,	the	“infringing	
activity must have been apparent to a reasonable person operating 
under	the	same	or	similar	circumstances”,	and	then	the	intermediary	
fail to act expeditiously to remove the infringing content. 

As	stated	by	Judge	Stanton	in	the	June	2010	summary	judgement	
in Viacom v YouTube:

 The tenor of the [DMCA] provisions is that the phrases “actual 
knowledge that the material or an activity” is infringing, and 
“facts or circumstances” indicating infringing activity, describe 
knowledge of specific and identifiable infringements of par-
ticular individual items. Mere knowledge of prevalence of 
such activity in general is not enough. That is consistent with 
an area of the law devoted to protection of distinctive indi-
vidual works, not of libraries. To let knowledge of a general-
ized practice of infringement in the industry, or of a proclivity 
of users to post infringing materials, impose responsibility 
on service providers to discover which of their users’ post-
ings infringe a copyright would contravene the structure and 
operation of the DMCA. As stated in Perfect 10, Inc. v. CCBill 
LLC, 488 F.3d 1102, (9th Cir. 2007): 

 The DMCA notification procedures place the burden of 
policing copyright infringement-identifying the poten-
tially infringing material and adequately documenting 
infringement-squarely on the owners of the copyright. 
We decline to shift a substantial burden from the copy-
right owner to the provider. 

 That makes sense, as the infringing works in suit may be a 
small fraction of millions of works posted by others on the ser-
vice’s platform, whose provider cannot by inspection determine 
whether the use has been licensed by the owner, or whether 
its posting is a “fair use” of the material, or even whether its 
copyright owner or licensee objects to its posting.

EU Directive on Electronic Commerce
The European Union Directive on electronic commerce (2000/31/
EC) (E-Commerce Directive)	of	8	June	200031 is the most promi-
nent example of a broad ‘safe harbour’ covering both copyright 
and other causes of action. However, it is beset with problems of 
interpretation and application as a result of diverse interpretations 
of a number of the Directive’s provisions in the course of imple-
mentation into domestic law by EU member states, and lengthy 
recitals which can be argued as to narrow interpretation of what 
otherwise appear to be quite expansive safe harbours.

Relevant Articles include:

 Article 12

 ‘Mere conduit’

 1. Where an information society service32 is provided that 
consists of the transmission in a communication network of 
information provided by a recipient of the service, or the pro-
vision of access to a communication network, Member States 

shall ensure that the service provider is not liable for the infor-
mation transmitted, on condition that the provider:

 (a) does not initiate the transmission;

 (b) does not select the receiver of the transmission; and

 (c) does not select or modify the information contained in the 
transmission.

 2. The acts of transmission and of provision of access referred 
to in paragraph 1 include the automatic, intermediate and 
transient storage of the information transmitted in so far as 
this takes place for the sole purpose of carrying out the trans-
mission in the communication network, and provided that the 
information is not stored for any period longer than is reason-
ably necessary for the transmission.

 3. This Article shall not affect the possibility for a court or 
administrative authority, in accordance with Member States’ 
legal systems, of requiring the service provider to terminate or 
prevent an infringement.

 Article 14

 Hosting

 1. Where an information society service is provided that con-
sists of the storage of information provided by a recipient of 
the service, Member States shall ensure that the service pro-
vider is not liable for the information stored at the request of 
a recipient of the service, on condition that:

 (a) the provider does not have actual knowledge of illegal 
activity or information and, as regards claims for damages, 
is not aware of facts or circumstances from which the illegal 
activity or information is apparent; or

 (b) the provider, upon obtaining such knowledge or aware-
ness, acts expeditiously to remove or to disable access to the 
information.

 2. Paragraph 1 shall not apply when the recipient of the service 
is acting under the authority or the control of the provider.

 3. This Article shall not affect the possibility for a court or 
administrative authority, in accordance with Member States’ 
legal systems, of requiring the service provider to terminate 
or prevent an infringement, nor does it affect the possibility 
for Member States of establishing procedures governing the 
removal or disabling of access to information.

 Article 15

 No general obligation to monitor

 1. Member States shall not impose a general obligation on 
providers, when providing the services covered by Articles 12, 
13 and 14, to monitor the information which they transmit or 
store, nor a general obligation actively to seek facts or circum-
stances indicating illegal activity.

 2. Member States may establish obligations for information 
society service providers promptly to inform the competent 
public authorities of alleged illegal activities undertaken or 
information provided by recipients of their service or obliga-
tions to communicate to the competent authorities, at their 
request, information enabling the identification of recipients 
of their service with whom they have storage agreements.

The Recitals, however, are less clear:

 (41) This Directive strikes a balance between the different 
interests at stake and establishes principles upon which indus-
try agreements and standards can be based.

Mr Justice Cowdroy reasoned that 
there could be no act of authorisation 
unless iiNet actually provided the 
‘means’ of infringement

31 Directive 2000/31/EC of the European Parliament and of the Council of 8 June 2000 on certain legal aspects of information society services, in particular 
electronic commerce, in the Internal Market, available at http://eur-lex.europa.eu/LexUriServ/LexUriServ.do?uri=CELEX:32000L0031:EN:HTML.

32	This	is	a	term	of	art	defined	in	Art.	1(2)	of	Directive	34/1998/EC	as	amended	by	Directive	48/1998/EC,	see	also	Recitals	(17)	and	(18)	of	Directive	2000/31/
EC.
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 (42) The exemptions from liability established in this Directive 
cover only cases where the activity of the information society 
service provider is limited to the technical process of oper-
ating and giving access to a communication network over 
which information made available by third parties is transmit-
ted or temporarily stored, for the sole purpose of making the 
transmission more efficient; this activity is of a mere technical, 
automatic and passive nature, which implies that the infor-
mation society service provider has neither knowledge of nor 
control over the information which is transmitted or stored.

 ………………..

 (44) A service provider who deliberately collaborates with one 
of the recipients of his service in order to undertake illegal 
acts goes beyond the activities of “mere conduit” or “cach-
ing” and as a result cannot benefit from the liability exemp-
tions established for these activities.

 (45) The limitations of the liability of intermediary service pro-
viders established in this Directive do not affect the possibility 
of injunctions of different kinds; such injunctions can in par-
ticular consist of orders by courts or administrative authorities 
requiring the termination or prevention of any infringement, 
including the removal of illegal information or the disabling of 
access to it.

 (46) In order to benefit from a limitation of liability, the provider 
of an information society service, consisting of the storage of 
information, upon obtaining actual knowledge or awareness 
of illegal activities has to act expeditiously to remove or to 
disable access to the information concerned; the removal or 
disabling of access has to be undertaken in the observance 
of the principle of freedom of expression and of procedures 
established for this purpose at national level; this Directive 
does not affect Member States’ possibility of establishing spe-
cific requirements which must be fulfilled expeditiously prior 
to the removal or disabling of information.

 (47) Member States are prevented from imposing a monitor-
ing obligation on service providers only with respect to obli-
gations of a general nature; this does not concern monitoring 
obligations in a specific case and, in particular, does not affect 
orders by national authorities in accordance with national leg-
islation.

 (48) This Directive does not affect the possibility for Member 
States of requiring service providers, who host information 
provided by recipients of their service, to apply duties of care, 
which can reasonably be expected from them and which are 
specified by national law, in order to detect and prevent cer-
tain types of illegal activities.

The hosting exemption is of general application and covers, for 
example, liability for defamation, breach of confidentiality or pri-
vacy, intellectual property infringement, and criminal laws. The 
stronger view is that a hosting service provider not exercising any 
oversight or editorial control over posting of content is entitled to 
rely upon Article 15 exemption, provided they meet the other cri-
teria (e.g. absence of relevant knowledge and prompt action once 
on notice). However, there remains some debate as to whether the 
hosting exemption is only available to a hosting service provider 
that does no more than enable users to store data in a technical 
sense. If so, a website owner that publishes editorial, as well as user 
generated, content would not be able to benefit from the host-
ing defence. Further, there is an argument that Recital 42 of the 
Directive supports an interpretation that a publisher that benefits 
from advertising revenue arising out of hosting third party content 
would not be able to benefit from any immunity from liability. 

Even more problematic is the range of interpretation as to Article 
14(3), which potentially allows extension of liability of an inter-
mediary beyond knowledge and application of different national 
concepts of ‘knowledge’.33	 Recital	 47	 of	 the	 Directive	 states	 that	
Member States are prevented from imposing a general monitoring 
obligation	 on	 service	 providers.	 However,	 “this	 does	 not	 concern	
monitoring	obligations	in	a	specific	case.”	According	to	Recital	48,	
Member	States	may	 require	hosts	 to	“apply	duties	of	care,	which	
can reasonably be expected….in order to detect and prevent certain 
types	of	illegal	activities”.	German	courts	have	decided	that	in	par-
ticular cases a host provider’s liability is not limited to a notice-and-
takedown obligation. For example, in a series of cases the German 
Federal	Court	of	Justice	imposed	additional	duties	on	eBay,	once	a	
seller had been found to be selling replica Rolex watches by posting 
them on eBay by using the Rolex brand, to take measures to prevent 
further infringements in future, if such measures are possible and 
economically reasonable. The court suggested that eBay could rea-
sonably monitor all future offers of Rolex watches on their platform, 
for example, by installing specific filter software. By contrast, English 
courts have rejected attempts of trade mark holders to compel eBay 
to prevent infringements of their customers. Both the German and 
English courts purported to applied the Directive as admitted into 
national law, but the different outcome has been said to flow from 
different domestic legal principles as to availability of permanent 
injunctive relief based on prior wrongful action.

The status of Articles 14 and 15 will be tested by two recent refer-
rals	to	the	European	Court	of	Justice	(ECJ)	from	the	Belgian	Courts	
in cases brought by the Belgian Society of Authors, Composers 
and Publishers (SABAM) against the ISP Tiscali (now Scarlet) and 
the	social	networking	site,	Netlog.	The	ECJ	will	be	required	to	bal-
ance the safe harbours against European privacy rights and a pro-
vision in the Information Society Directive34 that requires Member 
States	to	“ensure	that	right	holders	are	in	a	position	to	apply	for	an	
injunction against intermediaries whose services are used by a third 
party	to	infringe	a	copyright	or	related	right”.

As at the date of this paper the European Commission was 
engaged in a Public consultation on the EU Directive. The period 
for consultation closed on 5 November 2010. The terms of refer-
ence included the interpretation of the provisions concerning the 
liability	of	intermediary	information	society	service	providers”.	

Repeat Infringers and Graduated Response
The DMCA requires internet intermediaries to remove repeat 
infringers. The sufficiency of the DMCA requirement has been 
extensively discussed across the globe, most recently in the ‘three 

Clearly the first instance judgement 
gives significant support to ISPs in 
an argument that they should not be 
required to intervene in respect of 
use by their users of third party peer 
to peer sites, and runs counter to 
‘graduated response’ proposals

33 See Thibault Verbjest, Gerald Spindler, Giovanni Riccio and Aurelie Van der Perre, Study on the Liability of Internet Intermediaries,	November	2007,	and	in	
particular the State by State review of the implementation of the Article 14 (Hosting) and discussion of the obligation to block or remove, pp35/115 – 60/115, 
available at http://ec.europa.eu/internal_market/e-commerce/directive_en.htm.

34 Directive 2001/29/EC of the European Parliament and of the Council of 22 May 2001 on the harmonisation of certain aspects of copyright and related 
rights in the information society, available at http://eur-lex.europa.eu/LexUriServ/LexUriServ.do?uri=CELEX:32001L0029:EN:HTML, see further http://europa.eu/
legislation_summaries/internal_market/businesses/intellectual_property/l26053_en.htm.
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strikes and you’re out’ or ‘graduated response’ debates. In its 
more extreme form, ‘graduated response’ allows for a number of 
notification letters to consumers warning that they are violating 
copyright, followed by disconnection, with internet intermediar-
ies being required provide content owners with IP addresses of 
allegedly infringing users. Graduated response is in the course of 
implementation in France, Taiwan, and South Korea. Graduated 
response may also be implemented in the United Kingdom, Canada 
and New Zealand, although the commitment of the (current) leg-
islatures in each of these jurisdictions is less clear. Although each 
country has adopted or proposes different systems of graduated 
response, key characteristics usually are: (1) rights holders moni-
tor P2P networks for illegal downloading activities; (2) rights hold-
ers provide internet intermediaries with proof (the level of proof 
required is itself contentious) of infringements being committed 
by an individual at a given IP address; (3) informational notices are 
sent through an ISP to the account holder informing him or her of 
the infringements and of the consequences of continued infringe-
ment and informing the user that content can be lawfully acquired 
online; and (4) if the account holder repeatedly ignores the notices, 
a tribunal may take deterrent action, with the most severe sanc-
tions reserved for a court. 

Graduated response proposals have been particularly contentious 
when implementation requires the intervention of an internet 
access service provider, on the basis that the internet service pro-
vider has access to contact details about a user and the ability to 
pass those details to a copyright owner.35 Issues raised as to inter-
vention of an internet access provider include:

•	 user privacy,

•	 proportionality (should internet access be denied effectively 
across the full range of internet services in response to a par-
ticular form of infringement),

•	 targeting (if a person with a household is using the internet 
for a particular illegal activity, should all persons using that 
internet access in that household be affected?),

•	 burden upon the internet intermediary, and

•	 ‘slippery slope’ (today copyright, tomorrow politically unac-
ceptable material and so on). 

In addressing these concerns, the UK government identified a range 
of less severe sanctions than disconnection to address repeated 
infringements, including blocking specific sites or protocols, cap-
ping the speed of a subscriber’s Internet connection or volume of 
data traffic, and content identification and filtering. The concept is 
that sanctions of this kind would allow for the avoidance of Internet 
account termination except in extreme circumstances, and would 
not impact on other services such as a telephone or cable televi-
sion service. Some proposals for graduated response endeavour 
to address these issues: for example, the Canadian ‘notice notice’ 
proposal’ whereby user details are not passed between the copy-
right owner and the internet access service provider, but the user 
is provided with notice by the internet access service provider and 
warning as to the alleged infringement of the copyright owner’s 
copyright. 

In Australia, the copyright safe harbour debate has not progressed 
at the level of announced Government policy since the Govern-
ment’s Australian Digital Economy: Future Directions36 paper of 
July	2009.	That	paper	followed	a	‘consultation	draft’	which	sought	
submissions, many of which were critical of the current Australian 
copyright safe harbour.37	The	 final	paper	of	 July	2009	noted	 the	
range	of	submissions	received	and	stated	that	the	“Australian	Gov-
ernment will consider these submissions and whether the scope of 
the safe harbour scheme should be expanded to include additional 
types	of	online	service	providers”.

It may be that the (now Gillard) Government now awaits outcome 
of the appeal to the Full Federal Court38 from the first instance 
decision	of	Mr	Justice	Cowdroy	in	the	iiNet	case	before	determin-
ing what is required. 

The Australian safe harbours: sections 36(1A) 
and 101(1A) and Part V, Division 2AA of the 
Copyright Act 1968 (Cth)
It is outside the scope of this paper to enter into a detailed examina-
tion of the safe harbours under the Australian Copyright Act 1968 
(Cth).39 In any event, the operation of those safe harbours will be 
the subject of detailed consideration by the Full Federal Court in its 
reserved and pending (as at 12 December 2010) appeal decision 
in the iiNet case. That noted, we briefly overview the background 
to the safe harbours and the judgement to place our discussion of 
safe harbours more generally fully in context.

The seminal pre-internet case on authorisation liability under Aus-
tralian copyright law is The University of New South Wales v Moor-
house40 (Moorhouse) which involved photocopiers in university 
libraries. ‘Trap infringing copying’ was undertaken on a coin-oper-
ated photocopier situated in the library from a copy of book held 
in the library. The university, by the provision of the photocopier in 
the library and making available the book as a library holding, was 
alleged to have ‘authorised’ the subsequent trap copying. One judge 
(Gibbs	J)	emphasised	in	his	reasoning	a	more	control-based	(vicarious	
infringement under US law) approach to justify liability: the power of 
the University to prevent the infringing act, coupled with failure to 
take	reasonable	steps	to	prevent.	Two	judges	(Jacobs	J,	with	whom	
McTiernan	ACJ	 agreed)	 emphasised	 a	more	 approval-based	 (con-
tributory infringement under US law) approach to justify liability: the 
conduct of the university effectively invited users to infringe. 

In 2001 there was a codification of the authorisation principles 
developed in Australian cases culminating in the Moorhouse 
decision, requiring courts determining liability for authorisation 
infringement of copyright to have regard to, in addition to any 
other matters, three particular matters:

•	 the extent (if any) of the defendant’s power to prevent the 
doing of the infringing act;

•	 the nature of any relationship existing between the defendant 
and the person who did the infringing act; and

•	 whether the defendant took any reasonable steps to prevent 
or avoid the doing of the infringing act, including compliance 
with relevant industry codes.41

35 Note in this regard the contention between the European Parliament, as shown in its adoption on 22 September 2010 of the Gallo Report calling 
for further sanctions for online copyright infringement, and the position of the European Commission. see http://www.europarl.europa.eu/oeil/file.
jsp?id=5817632;	the	Gallo	Report	is	also	available	at	that	address.

36 Available at http://www.dbcde.gov.au/digital_economy/future_directions_of_the_digital_economy/australias_digital_economy_future_directions.

37	Submissions	are	available	at	http://www.dbcde.gov.au/digital_economy/future_directions_of_the_digital_economy/submissions.

38 As at 14 November 2010, fully heard and awaiting the judgement of the Full Federal Court.

39	Available	at	http://www.comlaw.gov.au/ComLaw/Legislation/ActCompilation1.nsf/current/bytitle/F02280247B0E4B21CA25775B000FBB07?OpenDocumen
t&mostrecent=1.

40 University of New South Wales v Moorhouse (1975)	133	CLR	1.

41 Copyright Act 1968 (Cth), sections 36(1A) and 101(1A).
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A specific exception to authorisation liability was also created, 
to the effect that a person who provides facilities for making, or 
facilitating the making of, a communication is not taken to have 
authorised	any	infringement	of	copyright	“merely	because	another	
person uses the facilities so provided to do something the right to 
do	which	is	 included	in	the	copyright”.42 This ‘mere use of facili-
ties’ exception was explained in the Second Reading Speech as 
follows: 

 The amendments in the bill also respond to the concerns of 
carriers and carriage service providers, such as Internet ser-
vice providers, about the uncertainty of the circumstances 
in which they could be liable for copyright infringements by 
their customers. The provisions in the bill limit and clarify the 
liability of carriers and Internet service providers in relation to 
both direct and authorisation liability. The amendments also 
overcome the 1997 High Court decision of APRA v Telstra 
in which Telstra, as a carrier, was held to be liable for the 
playing of music-on-hold by its subscribers to their clients, 
even though Telstra exercised no control in determining the 
content of the music played. 

 Typically, the person responsible for determining the content 
of copyright material online would be a web site proprietor, 
not a carrier or Internet service provider. Under the amend-
ments, therefore, carriers and Internet service providers will 
not be directly liable for communicating material to the public 
if they are not responsible for determining the content of the 
material. The reforms provide that a carrier or Internet service 
provider will not be taken to have authorised an infringe-
ment of copyright merely through the provision of facilities 
on which the infringement occurs. Further, the bill provides 
an inclusive list of factors to assist in determining whether the 
authorisation of an infringement has occurred. 

In 2004, in fulfilment of obligations under the Australia-US Free Trade 
Agreement (AUSFTA), the Federal Government enacted a copyright 
safe-harbour regime modelled on US copyright law, now Part V, 
Division 2AA of the Copyright Act 1968 (Cth). This safe harbour 
limits civil remedies against a carriage service provider in respect of 
relevant authorisation infringement to two mandatory injunctions: 
an order that it takes reasonable steps to disable access to online 
locations outside Australia; and an order that it terminates a speci-
fied customer account. To qualify for this safe harbour, the carriage 
service	provider	must	(among	other	things)	“adopt	and	reasonably	
implement a policy that provides for termination, in appropriate cir-
cumstances,	of	the	accounts	of	repeat	infringers”.43 

The provisions are complex, but it is clear that their coverage is lim-
ited	to	“carriage	service	providers”.	Hence	the	2004	amendments	
were silent as to the liability exposure of internet content hosts. 

The amendments also failed to address the interrelationship 
between the 2004 safe harbour and 2001 provisions. The net 
effect was that two rounds of legislative reform produced first, 
a control-based codification of authorisation (sections 36(1A) and 
101(1A)), secondly, an exception to authorisation liability for the 
providers of communications facilities arising from the facilities’ 
mere use by others (sections 39B and 112E) (but operating with 
“authorisation”	 law	 and	 defences	 otherwise	 unaffected),	 and	
thirdly, conditional limitations upon copyright remedies that can 
be awarded against carriage service providers (the Part V, Division 
2AA safe-harbour regime, from section 116AA on and in particular 
sections 116AG and 116AH). 

The ‘mere use of facilities’ exception appears to have been intended 
to deal with situations where, for example, a company’s liability 
might be said to arise only from ownership or control of telecom-
munication facilities used by a customer to infringe third-party 
copyright by communicating that subject matter. It is not clear that 
a	user	generated	content	internet	content	host	“provides	facilities	
for	making,	or	facilitating	the	making	of,	a	communication”,	or	as	
to the circumstances in which less than actual knowledge of copy-
right infringement might suffice to make an internet content host 
more	than	a	“mere”	provider.	As	contended	by	David	Brennan44 in 
relation to the Sharman (Kazaa)45 and Cooper46 decisions:

 Coming through both cases was an acceptance that the post-
Moorhouse case law establishes a broad concept of what can 
amount to authorisation. While a high level control coupled 
with indifference or wilful blindness might comprise authori-
sation (such as in Moorhouse itself), in other cases (such as 
in Cooper and Sharman (Kazaa)) marginal control would suf-
fice if coupled with active encouragement. In the Full Court’s 
consideration of Cooper, Branson J considered that arming or 
facilitation conduct alone could comprise the relevant control: 
‘a person’s power to prevent the doing of an act comprised 
in a copyright includes the person’s power not to facilitate 
the doing of that act by, for example, making available to the 
public a technical capacity calculated to lead to the doing of 
that act.47

The iiNet decision involved an ISP and users of that ISP access-
ing third party peer to peer sites. iiNet sold internet access to its 
subscribers in volumes measured by gigabytes. The terms of that 
service provision conferred upon iiNet power to cancel a service for 
illegal or unusual use. iiNet was alleged to have been uncoopera-
tive in working with the applicant copyright owners, represented 
by AFACT, to curtail the activities of persons engaging in unauthor-
ised BitTorrent distribution of the applicants’ copyright material 
using iiNet subscriber accounts. Had iiNet authorised infringements 
which occurred using accounts after iiNet had received AFACT 
notices which enabled iiNet to identifying those accounts? 

Mr	Justice	Cowdroy’s	decision	was	‘no’.	This	answer	was	arrived	at	
without recourse to the codified factors in determining ‘authorisa-
tion’ liability, as introduced by the 2001 amendments. Instead, the 
following	passage	 from	the	 judgement	of	Gibbs	 J	 in	Moorhouse	
was	particularly	relied	upon	by	Mr	Justice	Cowdroy:	

 It seems to me to follow from these statements of principle 
that a person who has under his control the means by which 
an infringement may be committed – such as a photocopying 

Uncertainties as to the scope of 
operation of clause 91 may rightly 
be considered to have a chilling 
effect upon the development of 
user generated content and social 
networking sites hosted in Australia

42 Copyright Act 1968 (Cth), sections 39B and 112E. 

43 Copyright Act 1968 (Cth), section 116AH (1), Item 1. 

44 Brennan, op cit at p 5.

45 Universal Music Australia Pty Ltd v Sharman License Holdings Ltd	[2005]	FCA	1242	(Wilcox	J).	

46 ibid; Universal Music Australia Pty Ltd v Cooper [2005]	FCA	972	(Tamberlin	J);	Cooper v Universal Music Australia Pty Ltd	[2006]	FCAFC	187.	

47	Cooper v Universal Music Australia Pty Ltd	[2006]	FCAFC	187.
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machine – and who makes it available to other persons know-
ing, or having reason to suspect, that it is likely to be used for 
the purpose of committing an infringement, and omitting to 
take reasonable steps to limit its use to legitimate purposes, 
would authorize any infringement which resulted from its 
use.

Mr	Justice	Cowdroy	reasoned	that	there	could	be	no	act	of	autho-
risation unless iiNet actually provided the ‘means’ of infringement. 
The	broadband	internet	access	supplied	by	iiNet	was	merely	a	“pre-
condition	to	 infringement”,	and	not	the	“means”.	The	“means”	
was found to be the BitTorrent protocol itself.

Upon finding no authorisation for failure by iiNet to supply ‘the 
actual	means	of	infringement’,	Mr	Justice	Cowdroy’s	consideration	
of the three mandatory factors in determining authorisation intro-
duced by the 2001 amendments was obiter. The judge effectively 
considered together the first and third factors to find that the only 
judicially recognisable power to prevent was a power that was rea-
sonable to exercise in all the circumstances. The court found that 
knowledge of infringement, even if coupled with the power to 
prevent	such	 infringement,	“is	not,	 ipso	facto,	authorisation”,	 in	
view of its earlier analysis. The applicants’ case on authorisation 
had been that any ISP has a power to prevent infringing use under-
taken using one of its subscriber’s account and that this power 
converts to authorisation of that use at least at the point at which 
an ISP, having been given specific notice of ongoing infringing use, 
elects to take no action. A counter-view is that such notice may be 
specific as to past infringing use, but provide no reliable guide as 
to possible specific future acts of infringement. In any event, the 
decisions in Kazaa and Cooper had established that actual knowl-
edge or encouragement of the primary infringement took a defen-
dant outside the protection of the provision, because knowledge 
or encouragement meant that the authorisation arose from more 
than the ‘mere use of the facilities’ that had been provided by the 
defendant.

As noted in the preceding part of this paper, as at the date of this 
paper it was not clear whether the Gillard Government was wait-
ing upon the appeal judgement of the Full Federal Court before 
further considering internet intermediary liability. Clearly the first 
instance judgement gives significant support to ISPs in an argument 
that they should not be required to intervene in respect of use by 
their users of third party peer to peer sites, and runs counter to 
‘graduated response’ proposals. However, it is clear that significant 
concerns for copyright owners, ISPs and internet content hosts are 
raised from the reasoning in the judgement as that reasoning may 
be applied outside the third party peer to peer context. None of 
these players can be satisfied that in its current state, Australian 
copyright law is clear or predictable in its application to internet 
intermediaries.

The Australian safe harbours: Schedule 5 – 
Online Services to the Broadcasting Services Act
Schedule 5 – Online Services to the Broadcasting Services Act 1992 
(Cth), as inserted by the Broadcasting Services Amendment (Online 
Services) Act 1999 (Cth) has a relatively short but controversial his-
tory. 

The Schedule 5 framework was explained by the then Minister, 
Senator the Hon Richard Alston, as based upon the following con-
siderations:

•	 the	need	for	a	uniform	national	 framework	to	avoid	“regu-
latory	 fragmentation”	 which	 would	 be	 the	 possible	 conse-
quence of varying state and territory laws;

•	 the need for uniformity of content control as between the 
internet and conventional media;

•	 the need for recognition of the specific characteristics of the 
internet in considering the responsibility and potential liability 
of various players involved in the provision of internet-based 
content;

•	 the	need	 to	“meet	 the	 legitimate	concerns	and	 interests	of	
the community while ensuring that industry development and 
competitiveness are not stifled by over-zealous laws, or incon-
sistent	or	unpredictable	regimes”;

•	 the recognition that user education (focusing in particular on 
the involvement of families) is critical in the adequate regula-
tion of internet-based content.48

The relevant clauses read as follows:

90 Concurrent operation of State and Territory laws

It is the intention of the Parliament that this Schedule is not 
to apply to the exclusion of a law of a State or Territory 
to the extent to which that law is capable of operating 
concurrently with this Schedule.

91 Liability of internet content hosts and internet service 
providers under State and Territory laws etc.

(1) A law of a State or Territory, or a rule of common law or 
equity, has no effect to the extent to which it:

(a) subjects, or would have the effect (whether direct 
or indirect) of subjecting, an internet content host 
to liability (whether criminal or civil) in respect of 
hosting particular internet content in a case where 
the host was not aware of the nature of the internet 
content; or

(b) requires, or would have the effect (whether direct 
or indirect) of requiring, an internet content host to 
monitor, make inquiries about, or keep records of, 
internet content hosted by the host; or

(c) subjects, or would have the effect (whether direct or 
indirect) of subjecting, an internet service provider 
to liability (whether criminal or civil) in respect of 
carrying particular internet content in a case where 
the service provider was not aware of the nature of 
the internet content; or

(d) requires, or would have the effect (whether direct or 
indirect) of requiring, an internet service provider to 
monitor, make inquiries about, or keep records of, 
internet content carried by the provider.

Relevant definitions include:

internet content means information that:

(a) is kept on a data storage device; and

(b) is accessed, or available for access, using an internet car-
riage service;

but does not include:

(c) ordinary electronic mail; or

(d) information that is transmitted in the form of a broad-
casting service.

 internet content host means a person who hosts internet 
content in Australia, or who proposes to host internet content 
in Australia.

 internet carriage service means a listed carriage service 
that enables end-users to access the internet.

 For the purposes of this Schedule, if a person supplies, 
or proposes to supply, an internet carriage service to the 
public, the person is an internet service provider.

48 Ibid at [90,000]; Senator the Hon Richard Alston, The Government’s Regulatory Framework for Internet Content,	(2000)	23	UNSWLJ	192	at	p193.
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The Government in its Explanatory Memorandum characterised its 
policy approach as follows:

•	 the framework in the BSA would not hold online service 
providers responsible for the content accessed through their 
service where the online service provider is not responsible for 
the creation of that content; however, online service provider 
rules in the BSA will require that an online service provider 
will not knowingly allow a person to use an online service 
to publish material that is or would be Refused Classification 
under National Classification Board guidelines or publication 
of which would otherwise be illegal under an applicable State 
or Territory law;

•	 the Attorney-General would encourage the co-operative 
development of uniform State and Territory offence provisions 
regulating online content users, including the publication and 
transmission of certain material by users; these provision will 
not regulate online service providers, except to the extent that 
an online service provider acts as a content originator.. .

The (Revised) Explanatory Memorandum noted in respect of the 
safe harbour: 

 Clause 91, in conjunction with clause 90, is intended to give 
practical effect to the principle that, in general, the Common-
wealth will provide a nationally consistent framework for the 
regulation of the activities of Internet service providers and 
Internet content hosts, while the States and Territories will 
continue to carry primary responsibility for regulating content 
providers and users.

In subsequent practice the Federal Parliament has eschewed this 
demarcation in at least two ways:

•	 the	stated	role	of	the	States	and	Territories	as	carrying	“pri-
mary responsibility for regulating content providers and users’ 
has been steadily eroded through Federal legislative activity, 
including the restricted access system content regime intro-
duced	as	Schedule	7	of	 the	Broadcasting Services Act 1992 
(Cth)	in	2007	and	privacy	and	cybercrimes	legislation;

•	 internet	content	hosts	have	not	been	subject	to	“a	nationally	
consistent	framework	for	…	regulation”.

More problematically, clauses 90 and 91 have a number of signifi-
cant drafting deficiencies:

•	 The	protections	only	apply	with	respect	to	“internet	content”.	
This	does	not	include	“ordinary	electronic	email”	or	material	
“transmitted	in	the	form	of	a	broadcasting	service”.

•	 An	entity	must	fall	within	the	specific	definitions	of	“internet	
service	provider”,	which	clearly	is	limited	to	those	that	provide	
internet carriage services (which presumably may be either 
access or backbone services), or an internet content host. But 
the	 definition	 of	 ‘internet	 content	 host’	 as	 a	 “person	who	
hosts	 internet	content	 in	Australia”	is	particularly	unhelpful.	
The author of this paper suggests that in the context of these 
provisions, ‘host’ should be taken to refer to the housing or 
storing of any internet content for or on behalf of any third 
party, therefore potentially including services that host all 
forms of user generated content, including user contributions 
to social networking sites, to the extent that such content 
is hosted, and regardless of the extent to which the service 
is also (or even primarily or predominantly) a service making 
available content originated by the owner of that site. Given 

the importance of the concept of ‘internet content host’ in 
determining whether particular categories of internet inter-
mediaries are entitled to the protection of these provisions, it 
would be desirable for the categories of internet intermediar-
ies that are to be regarded as internet content hosts to be 
much more clearly stated. It is unfortunate in this regard that 
clause	91	focuses	on	an	activity	–	“hosting”	–	rather	than	the	
originator	of	content	that	is	“hosted”:	this	creates	unneces-
sary confusion as to indirect or secondary infringement. 

•	 It	 seems	 likely	 that	 the	 exclusion	 of	 liability	 “in	 respect	 of	
hosting”	would	also	cover	acts	ancillary	to	the	hosting	func-
tion. For example, to the extent that liability might have been 
imposed for the provision of access to the hosted material 
(rather than simply its storage), it would be logical that the 
internet content host should obtain the benefit of the pro-
tection. However, the clause does not put this view beyond 
argument. 

•	 Although the wording of the provisions seems to be suffi-
ciently broad to cover any liability under State and Territory 
law, the provisions appear in a Schedule directed at regulation 
of objectionable content in a censorship sense, applying the 
cooperative national classification regime. There was no dis-
cussion or debate as to the operation of clause 91 in relation 
to other laws, including defamation, contempt, restrictions 
on court reporting, the law of torts, State criminal law or so 
on. This leaves some residual doubt as to how a court might 
construe the breadth of the safe harbour.

•	 Federal (Commonwealth) law is unaffected, yet many Com-
monwealth statures are silent as to the internet and difficult to 
apply to internet services. The provision is drafted as though 
the Commonwealth had undertaken a comprehensive review 
and overhaul of Commonwealth statutes to ensure their con-
sistent application. In fact, the Commonwealth looked only 
at the regulation of objectionable content in a censorship 
sense in the drafting of Schedule 5. This creates two diffi-
culties. Firstly, it reinforces the argument (referred to above) 
that clause 91 was not intended to operate in relation to 
other laws, including defamation, contempt, restrictions on 
court reporting, the law of torts, State criminal law or so on. 
Second, the provision is susceptible to being overridden by 
subsequent inconsistent Commonwealth statutory provisions 
which may have been drafted without adequately taking into 
account internet-based services. This problem is becoming 
more pressing as the Federal Government moves into new 
legislative areas with significant impact upon internet-based 
services, such as expansion of privacy law, whistleblower pro-
tection statutes, freedom of information, interception, data 
retention and cybercrime legislation.

•	 Clause 91 leaves internet intermediaries without any form 
of statutory protection in relation to filtering or monitoring 
activities,	which	might	give	rise	to	“awareness”	as	to	the	exis-
tence, if not the legality, of particular content. By contrast, 
section 230 of the Communications Decency Act expressly 
protects internet intermediaries in relation to filtering activi-
ties.

•	 The distinction between State and Territory and Federal legisla-
tion is increasingly difficult to apply in the context of to coop-
erative statutory schemes which depends upon inter-locking 
Commonwealth and State and Territory legislation such as the 
new Australian Consumer Law or even the National Classifi-
cation Scheme itself. In this regard the statement in clause 90 
that	“it	is	the	intention	of	the	Parliament	that	this	Schedule	is	
not to apply to the exclusion of a law of a State or Territory to 
the extent to which that law is capable of operating concur-
rently	with	this	Schedule”	is	likely	to	reinforce	any	argument	
that an internet content host is not entitled to protection from 
the operation of a subsequently enacted cooperative Federal 
scheme such as the Australian Consumer Law: an outcome 

the definition of ‘internet content 
host’ as a “person who hosts internet 
content in Australia” is particularly 
unhelpful
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that may not have even been contemplated by the drafters of 
the Australian Consumer Law.

Of course, a key element in the analysis of the clause 91 exception 
is the requirement that the host (or ISP) was not aware of the nature 
of the internet content. So stated in the negative, in the context of 
clause 91 this should preclude any argument as to imputed or con-
structive knowledge, for example, that a user generated content 
site was commonly being used for uploading and downloading 
of actionable material. However, and as already noted, the term 
“awareness”	does	not	have	a	body	of	judicial	interpretation,	unlike	
the	concept	of	“knowledge”	as	extensively	analysed	in	many	statu-
tory and common law causes of action. Clearly the Australian safe 
harbour falls away once an internet intermediary becomes aware 
as	to	“particular	internet	content”:	without	doubt	“aware”	as	to	
the	 existence	 of	 particular	 content	 but	 not	 necessarily	 “aware”	
that the content is infringing, leaving difficult questions as to when 
and how an internet content host or an internet service provider 
should take steps to determine whether content is infringing. 
Adrian Lawrence argues in the context of application of the provi-
sion to defamation law:

 … this element of the provision could support a number of 
different interpretations. At its weakest, the provision could 
effectively remove the protection in circumstances where the 
host or service provider knew that the type of material was 
such that it could give rise to a liability in defamation. At its 
strongest, the provision could be interpreted to require actual 
knowledge that the particular material was defamatory. The 
correct position is no doubt somewhere between these two 
extremes, but its precise determination is problematic. A pos-
sible interpretation of the provision is that the host or service 
provider loses the benefit of the defence when the existence 
of the particular material is drawn to its attention. It is at 
that point that it must make a determination as to whether 
the material is in fact defamatory, and therefore whether to 
remove it from its network, or retain it and face the potential 
consequences of such an action. However, it is relatively clear 
that actual knowledge is required, as opposed to constructive 
knowledge.49

It is undesirable that clause 91 leaves such a degree of uncertainty as 
to	the	circumstances	in	which	an	internet	content	host	is	“aware”	
that actionable material is available on a service hosted by the ser-
vice provider and that the material is properly to be considered 
illegal, as distinct from alleged by someone to be actionable. An 
internet	content	host	may	be	made	“aware”	that	material	is	avail-
able on a service hosted by the service provider, but unable reason-
ably to determine whether it is actionable or not: for example, it 
will often be impossible to determine from a complaint whether 
material alleged to be in breach of personal privacy is in fact in 
breach of a particular individual’s personal privacy. Uncertainties as 
to the scope of operation of clause 91 may rightly be considered 
to have a chilling effect upon the development of user generated 
content and social networking sites hosted in Australia.

Conclusion
The Australian safe harbour provisions are relatively young in stat-
ute law terms. However, the internet, the rapid and unexpected 
evolution of user generated content sites and Web 2.0 applications 
such as mash-ups, blogging and social networking, requires the 
law to again adapt and evolve. 

Web 2.0 applications facilitate complex inter-relationships between 
persons responsible for creation of particular (and often merged 
content) and the providers of the places where that content may 
be uploaded and viewed. The legal treatment of these complex 
inter-relationships requires finding answers to difficult questions of 
primary and secondary liability: in particular, as to the circumstances 
in which an internet intermediary should be treated as responsible 

in relation to wrongful acts by internet users. The solution in most 
jurisdictions has been to build limited ‘safe harbours’ for internet 
intermediaries, excepting an internet intermediary from liability in 
relation to wrongful acts by internet users so long as the intermedi-
ary complies with conditions attaching to the safe harbour. 

European and United States ‘safe harbours’ have been built upon 
distinctions between ‘information conduits’ and content origina-
tors. These distinctions have only partially been imported into 
Australian law. Aside from the Copyright Act safe harbours, the 
only Australian statutory provision to afford a broader ‘safe har-
bour’, clause 91 in Schedule 5 of the Broadcasting Services Act 
1992 (Cth), is uncertain as to scope and difficult to apply with any 
certainty. Federal statutes sit outside the Schedule 5 safe harbour, 
but there does not appear to have been systematic consideration 
of the operation of Federal statutes in relation to internet based 
services. 

In the absence of any more general approach to safe harbours, 
development of the law in Australia will remain fragmentary, 
inconsistent and driven at different rates according to the politico-
economic bargaining power of particular industry players and sec-
tors. Laws developed to cater for traditional media and modes for 
distribution of copyright works are already being applied to Web 
2.0 applications using outdated analogies and examples. At a time 
when the Federal Parliament endeavours to address media and 
communications convergence through new legislation, it is appro-
priate to also seek a converged approach to liability of internet 
intermediaries. 

Peter Leonard heads the Communications, Internet and 
Media Team at Gilbert + Tobin Lawyers, where he has been 
a partner since 1989. The views expressed in this paper 
are the personal views of the author and not the views 
of Gilbert + Tobin Lawyers or its clients. This is an edited 
version of a paper delivered at the Communications and 
Policy Resaerch Forum 2010. A full version including all 
footnotes is available from the author upon request.

49	Op	cit,	“Defamation”	chapter,	para	[70,270].
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CAMLA provides a useful way to establish informal contacts with other people 
working in the business of communications and media. It is strongly independent, 
and includes people with diverse political and professional connections. To join 
CAMLA, or to subscribe to the Communications Law Bulletin, complete the form 
below and forward it to CAMLA.

Visit the CAMLA website at 
www.camla.org.au for information 
about CAMLA, CAMLA seminars and 
events, competitions and the
Communications Law Bulletin.

CAMLA Website

Communications	&	Media	Law	Association	Incorporated

The Communications Law Bulletin is the journal of the Communications and Media 
Law Association (CAMLA) which is an independent organisation which acts as 
a forum for debate and discussion and welcomes the widest range of views. The 
views expressed in the Communications Law Bulletin and at CAMLA functions are 
personal views of the respective authors or speakers. They are not intended to be 
relied upon as, or to take the place of, legal advice.
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from the members and non-members 
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and case notes. Suggestions and com-
ments on the content and format of the 
Communications Law Bulletin are also 
welcomed.
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Fax: +612 9230 5333
email: matt.vitins@aar.com.au
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BROADWAY NSW 2007
Tel: +61 2 9514 3694
Fax: +61 2 9514 3400
Email: lesley.hitchens@uts.edu.au
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